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Abstract

We develop a rigorous numerical method to compare local minimizers of the Ohta-Kawasaki
functional in two dimensions. In particular, we validate the phase diagram identifying regions
of parameter space where rolls are favorable, where hexagonally packed spots have lowest
energy and finally where the constant mixed state does. More generally, we present a method
to rigorously determine such features in problems where optimal domain sizes are not known
a priori.

Contents

1 Introduction 2
1.1 Overview of the problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Overview of relevant rigorous numerics . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Main contributions of this work 6

3 Formulation of the Ohta-Kawasaki problem 8

4 Functional analytic setting: an analytic Fourier space 10

5 The continuation problem in Fourier space 13

6 The fixed point formulation 14

7 Structure of the estimates 17
7.1 bounds Y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
7.2 bounds Z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

8 Setup for the limit µ→ 0 20
8.1 The rescaled variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
8.2 The rescaled equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
8.3 The bounds Y and Z . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

9 Computational and algorithmic aspects 24

∗VU University Amsterdam, Department of Mathematics, De Boelelaan 1081, 1081 HV Amsterdam, The Nether-
lands, janbouwe@few.vu.nl; partially supported by NWO-VICI grant 639033109.
†Simon Fraser University, Department of Mathematics, 8888 University Drive Burnaby, BC, V5A 1S6, Canada,

jfwillia@sfu.ca.

1



A Analytic details of the estimates 30
A.1 The first derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
A.2 The second derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
A.3 Estimates for O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
A.4 Estimates for P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
A.5 Additional convolution estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
A.6 Estimates for Q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
A.7 Estimates for R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

B Analytic details for the limit problem 40
B.1 Splitting of f̃ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
B.2 The first derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
B.3 The second derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
B.4 Estimates for Q . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
B.5 Estimates for R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
B.6 Estimates for Q̃ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
B.7 Explicit solution for µ = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

1 Introduction

1.1 Overview of the problem

In recent decades, the mathematical study of pattern formation has often been motivated by
computer simulations of specific partial differential equations (PDEs) modelling physical, chemical
and biological phenomena. These computations have provided much inspiration and intuition.
However, little attention is usually paid to the validity of the numerical computations. Do the
images on the computer screen reflect the true behaviour of solutions of the PDEs or are we
observing artefacts of the algorithmic implementation? These issues become more important the
more interesting the results are and, typically, the more mathematically difficult the problem.

In this paper we address this concern of spurious numerical solutions in the context of the
Ohta-Kawasaki [25] energy. This is a variational problem for an order parameter u with fixed
proportion m ∈ (−1, 1). Specifically, we want to minimize:

E(u) =
1

|Ω|

∫
Ω

1

2γ2
|∇u|2 +

1

4
(1− u2)2 +

1

2
|∇φ|2 dx, (1.1)

where u is a periodic function on the domain Ω, m = 1
|Ω|
∫

Ω
u(x)dx is its average, −∆φ = (u−m)

and γ is a model parameter related to physical properties of the system. This non-local non-convex
energy has three competing elements. The first two are familiar from the Ginzburg-Landau energy
and are minimized by smooth connections between the two preferred states u(x, t) = ±1. The
third however is nonlocal and penalizes deviations from the mean m. This additional term prefers
mixed-phase regions of space wherein u is essentially constant.

The competition between the three terms leads to oscillations about the mean with an intrinsic
length-scale not set by the domain size or boundary conditions. The relative strengths of the three
terms are determined by the parameters (m and γ) and, on a sufficiently large domain, these alone
determine the energy minimizing patterns.

The Ohta-Kawasaki energy was originally derived in the context of diblock copolymers [25].
These are linear-chain molecules consisting of two sub-chains joined by a covalent bond. The
two sub-chains are made of monomers which weakly repel each other causing the sub-chains to
segregate. This tension between attraction and repulsion induces large scale separation into regions
containing only one type of monomer [25]. The geometric form of the energetically favourable states
depends on system parameters. Because of this self-organization these materials are widely studied
in material science, see [4, 21] for overviews.

It was shown by Choksi and Ren [12] that the energy 1.1 can be formally derived from an
appropriate mean field theory connecting this simple mathematical model directly to the physical
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Figure 4. Numerically computed phase diagram. (Bottom) Complete diagram. (Top) Detail for γ close to
2. Blue crosses: Lamellae. Red circles: Hexagonally packed spots. Black diamonds: disorder. The red dashed-
dotted lines mark the linear stability boundary of spots, the blue dashed-dotted line marks the linear stability
boundary of lamellae, the black dashed-dotted line marks the linear stability boundary of the disordered sate,
and the solid black lines mark the global stability regions of lamellae and spots, respectively.

spot/homogeneous transition. That is, for increasing γ there is an ever wider region where
spots are globally stable but the homogeneous state is linearly stable.

Continuation in m of spots and stripes was also performed for γ = 2.001, 2.01, 2.1,
2.25, 2.5, 3, 3.5, 5, 10, and 20. Comparing the energies of the different phases allows us to
identify the global minimizer directly. Figure 5 shows that the agreement with the PDE-

Figure 1.1: A previous approach to constructing the bifurcation diagram was done by simply
evolving (1.2) from random initial conditions and randomly chosen parameter values and then
identifying the final state. In this figure the crosses represent stripes, the circles represent spots
and the diamonds represent the mixed state. The solid lines are asymptotic approximations to the
bifurcation curves and the dashed lines indicate changes in linear stability (these are not relevant
to the current discussion). Figure reproduced from [8].

problem in a quantitative way. Thus we may consider this as a mathematical paradigm for pattern
formation when there are competing short-range attractive interactions and long-range repulsive
Coulomb interactions or as a simplified description of an important physical system valid in a
certain realistic limit.

Whether one is trying to predict the states formed by a specific diblock copolymer at a specific
temperature or trying to understand the abstract mathematical problem the fundamental question
is the same:

For a given set of parameters what pattern minimizes the energy overall possible patterns?

While some work has been done numerically [28, 11, 8, 19, 24, 30, 31], formally [8, 25] and
analytically in certain limits [9, 10, 7, 12] this is in general an open and seemingly impossible
problem. Of these [19] is the only prior work to attempt to determine an optimal domain size as
part of the solution procedure.

The energy 1.1 is highly non-convex and known to be extraordinarily flat in some regions of
parameter space. One previous approach to studying minimizers has been to start with random
initial data and evolve the time-dependent PDE. Performing the gradient descent in H−1 makes
the PDE local and mass preserving:

ut = −∆

(
1

γ2
∆u+ u− u3

)
− (u−m). (1.2)

However, the long-time PDE evolution is very difficult as one is plagued by stiffness [20] and meta-
stability issues [29, 8]. Moreover, a sensible domain size is not known a-priori. Direct minimization
of the energy from arbitrary initial conditions has similar problems [28].

In this paper we consider only the two dimensional problem. In some regions of parameter space
the optimal solutions in three dimensions are lower dimensional but the full physical problem is
truly three dimensional. The 3D problem is even more computationally challenging and has fewer
exploitable symmetries. It will be addressed in future work.
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Figure 1.2: Solutions computed with m = 0.11, γ = 2.5. Energy increasing from left to right. The
leftmost two solutions are solved with optimal domain size (for that pattern). The right three are
not. For these parameter values the hexagonally packed spots have lower energy than the stripes
but it is easy to find a spot pattern with higher energy than the stripes. Each spot solution is
presented by copying the unit cell twice in each direction. The solutions have very different values
of κ (defined in Section 3) and thus correspond to different physical domains.

By considering |m| � 1 Choksi et al [8] constructed asymptotic solutions in the limit m →
0, γ → 2. The following picture emerged (cf. Figure 1.1). There are curves Γ1(m),Γ2(m) such that
if γ > Γ1(m) then the stripe solutions are energetically favourable, if Γ1(m) < γ < Γ2(m) then
hexagonally packed spots have lowest energy and if γ < Γ2(m) the mixed state (u ≡ m) is lowest.
The authors explored these curves numerically for parameter values away from the bifurcation
point by evolving the PDE from random initial data, see Figure 1.1; over this region of parameter
space the problem was solved on a fixed grid with no attempt to optimize the domain. Rigorous
bounds on Γ2 were computed in [9] and [28]. The first rigorously in the limit γ →∞ and the latter
using a novel numerical algorithm.

The domain size has been seen experimentally to scale with various physical parameters and
also proven to scale with γ−2/3 as γ → ∞. However, its significance has been largely ignored in
previous numerical studies. Indeed, little to no optimization of the domain size was considered for
m significantly away from the bifurcation point (m = O(1)). As mentioned before, the choice of
domain size is nontrivial. Ideally one would like to work on arbitrarily large domains; at the very
least one would like to work on domains that are much larger than the intrinsic length scale of the
patterns, so that boundary effect are negligible.

Figure 1.2 illustrates that ignoring the domain size is indeed an oversight. Here we present
three solutions with fixed parameters and two on optimal domain sizes. The right three spot-like
solutions were all solved on fixed domain sizes and found to have higher energy than the stripes.
However, when we optimize over spot solutions with respect to domain size we find that the best
pattern are the hexagonally packed spots and that it has considerably lower energy than any of
the solutions with fixed arbitrary domain size.

To overcome these obstacles we take the following approach:

1. Start from the known bifurcation point where all patterns can be found analytically and
ordered energetically and the optimal length scale determined exactly.

2. Include the length scale as an unknown in the problem.

3. Continue in parameter space on curves where the energies of different patterns are equal.
This means solving for the coefficients of the solution expansions, the parameters m and γ
and the domain sizes simultaneously.

4. Rigorously prove that the computed curve of finite numerical approximations is “close” to
that of the true continuous curve of solutions. Close here means that we have a computed
bound on the size of the cylinder containing the true curve centred on our numerical curve.

The latter point is an important step as we show that our solutions are true solutions independent
of discretization method, size of finite approximation or any other numerical detail that can plague
such delicate calculations. For instance, suppose we have what appears to be a static solution
to the evolutionary PDE (and hence a local minimizer of the energy). When considering only
the numerical approximation it can be difficult to distinguish between the effects of numerical

4



error and those of an exponentially small eigenvalue of the linearized problem of either sign. By
considering the linearization about our numerical solution in the full infinite-dimensional setting
we categorically rule out fictive purely numerical solutions (cf. the spurious solution of the Emden
equation on a rectangle [27]).

1.2 Overview of relevant rigorous numerics

We develop a rigorous numerical method to efficiently explore the parameter space by identifying
those curves along which different patterns have the same energy. Rigorous numerics are hybrid
numerical/analytical schemes where each computation is truly an existence proof as we compute a
solution to a truncated problem, but also show that the numerical solution is at the centre of a ball
in which there is, by fixed point arguments, a unique solution to the infinite dimensional problem
and that this holds along the path connecting all computed solutions. Computations involving
floating point numbers are performed rigorously through the use of interval arithmetic.

We use a functional analytic approach, as opposed to a more geometric one (see e.g. [1, 38]),
to rigorous computing. In particular, given an abstract nonlinear problem

find x ∈ X such that F (x) = 0

posed on some Banach space X, we proceed as follows:

• Obtain a numerical approximation xN such that FN (xN ) ≈ 0, where FN is a finite approxi-
mation (truncation) of F .

• Form a Newton-like fixed point operator T (x) = x−AF (x) such that x = T (x)⇒ F (x) = 0.
Here A is a conveniently chosen approximation of (DF )−1(xN ).

• Determine analytical estimates on T to test if it is a local contraction map.

• Use interval arithmetic to rigorously verify that these conditions hold in an infinite dimen-
sional ball around the numerical approximation xN .

The result of this procedure is then an existence proof as we determine a rigorous bound on
the radius of the ball centered on xN which contains the solution x̃ of F (x) = 0. Note that this
approach uses interval arithmetic only once an approximate solution has been generated and is
thus not plagued by the artificial growth of intervals caused by some iterative schemes. In the
entire analysis we treat the radius r of the ball Br(xN ) as a parameter (not fixed a priori) that is
chosen in the final step of the algorithm only. Choosing r small leads to the best bounds on the
location (in X) of the solution, whereas large r give the best region of uniqueness.

Although the particular application leads to several novel aspect (which we outline in more
detail in Section 2), we stress that such an functional analytic, rigorous numerical approach in
itself is not new, and we refer to [2, 3, 37, 23, 13], and the references therein, for a host of
applications of these techniques (see also Section 6 for additional references). Furthermore, in [36]
the one dimensional Ohta-Kawasaki equation was studied using similar, although more Sobolev
space based, methods.

The following theorem formulates precisely which bounds we need in order to prove that T is
a contraction mapping on Br(xN ), see Section 6 for more details.

Newton-Kantorovich type Theorem. Let F be a map from X to X ′, where X is a Banach
space with norn ‖ · ‖X . Let A and A† be linear operators mapping X ′ → X and X → X ′,
respectively. Assume T : X → X, defined by T (x) = x−AF (x), is Fréchet differentiable. Assume
that A is injective. Fix r∗ > 0 and let Y0, Z0, Z1 and Z2 be constants such that

‖AF (x)‖X ≤ Y0

‖I −AA†‖B(X) ≤ Z0

‖A(A† −DF (x)‖B(X) ≤ Z1

‖A(DF (b)−DF (c))‖B(X) ≤ Z2‖b− c‖X for all b, c ∈ Br∗(xN ).
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Figure 2.1: Curves of equal energy in the (m, γ)-plane. Along the left curve spots and stripes have
equal energy, whereas along the right the spots and mixed state are energetically equal. These
curves are rigorous and the rigorous error bounds are much smaller than the line width, in the
sense explained in the main text.

If there exists and r ∈ (0, r∗) such that

p(r)
def
= Y0 − (1− Z0 − Z1)r + Z2r

2 < 0, (1.3)

then there exists a unique x̃ such that

x̃ ∈ Br(xN ) and F (x̃) = 0.

The proof of existence of a solution is thus “reduced” to carefully choosing the operators A
and A†, obtaining explicit bounds Y0, Z0, Z1 and Z2 defined above, and verifying the polyno-
mial p(r) in 1.3 is negative for some r ∈ (0, r∗). The choices of A and A† are discussed in detail
in Section 6, while the estimates are carefully outlined in Section 7, calculated in detail in the
Appendices and then verified in the accompanying matlab code.

2 Main contributions of this work

In this paper we use rigorous numerics to construct the curves Γ1 and Γ2 defined thus: a pair
(m, γ) lies on the curve Γ1 if there are stripe and hexagonal spot solutions at this point with
equal energy, these patterns are both optimal with respect to their respective domain sizes, and
the point lies on the unique continuous curve of such points that emanates from the bifurcation
point (m, γ) = (0, 2). The curve Γ2 is defined similarly except now the hexagonal spot pattern
and mixed state must have the same energy. These curves are presented in Figure 2.1. We obtain
smooth parametrized curves in the parameter plane with rigorous error bounds of size 2 · 10−7 for
the stripes-spots curve Γ1 and of size 10−6 for the mixed-spots curve Γ2. These errors are dwarfed
by the line width.

In terms of the practical realities of applying the rigorous numerics ideas, this work represents
a significant step forward past clean-cut test problems to more elaborate variational problems in
pattern formation.

On the applied side, this is the first paper to carefully and fully consider the impact of domain
size optimization in the Ohta-Kawasaki problem. If we believe that any physical system is “large
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Figure 2.2: Optimal distances between subsequent maxima of stripes and spots along the stripes-
spots curve Γ1 (yellow and blue) and the mixed-spots curve Γ2 (red).

enough” to avoid finite size effects, we must compute on very large domains to replicate this.
However, this quickly becomes impractical. To overcome this obstacle we focus on the two patterns
that appear exclusively in simulations on large domains: stripes and spots. We consider the
distance between stripes as well as the distance between the spots as unknown variables that we
have to optimize for as part of the variational problem.

One of our findings is that the domain size is critically important. Indeed, we note that
the curves in Figure 2.1 deviate substantially from the ones in Figure 1.1 which were reported
previously [8] (and which were supported by asymptotics in the limit m → 0). The rigorously
computed curves lie much lower in the parameter plane, meaning that the transitions to spots
and stripes occur for lower values of γ or higher values of µ (depending on which parameter is
varied) than could be predicted from those earlier simulations. Besides, Figure 2.2 shows both
the distance between the stripes and the distance spots as a function of m, see also Remark 3.2.
The optimal distances decrease by 40% from their asymptotic (m = 0) values for the stripes-spots
curve, while this is around 10% for the mixed-spots curve. We note the similar shapes of the
curves for the optimal distances in the stripes-spots energy balance. The distance between spots
has a multiplicative factor (dictated by the geometry) of

√
4/3 compared to the distance between

stripes. When taking this geometric factor into account the ratio between these distances varies
only by 3% along the depicted stripes-spots curves.

On the algorithmic side, we work in a weighted space where the weights are chosen algorith-
mically in order to make the computations as efficient as possible. Indeed, while simpler imple-
mentations of these rigorous numerics techniques for continuation problems have been developed
previously [34, 5, 14, 17], due to the complexity of the system of equations under consideration,
we had to develop a novel weight-choosing algorithm.

To trace the curve in parameter space rigorously, we need weights that vary over four orders
of magnitude (see Figure 9.3). We explain this procedure in Section 9 and also show that we have
close to the optimal weights at all times, see Remark 9.2.

Finally, to trace the curves Γ1 and Γ2 all the way into the bifurcation point (m, γ) = (0, 2) we
need to perform an asymptotic “blowup” analysis near the bifurcation point. Since essentially all
patterns originate from this point, the rescaling is subtle and a notable advance beyond a somewhat
analogous treatment of the Hopf bifurcation point in Wright’s delay equation [22]. In Section 8 we
derive this desingularized problem and then in Section 9 show how to connect a solution branch
coming out of the bifurcation point to a “global” branch of solutions.
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The paper is organized as follows. We focus on the detailed analysis of the stripes-spots curve
throughout the paper and indicate briefly the changes needed to adapt this analysis to the mixed-
spots curve. First, in Section 3 we write the differential equations under consideration in Fourier
space and then detail the necessary Banach spaces in Section 4. The contination problem is
outlined in Section 5 and the functional analytic setup is presented in Section 6. The structure of
the estimates is explained in Section 7. We identify the crucial terms needed for the bounds, but
defer their individual determination to Appendix A. Indeed, once the problem has been carefully
formulated, each term (and there are many in our problem) requires careful consideration, but
the individual estimates are less illuminating and would break the flow of the main text. Next, in
Section 8 we give the analogous analytical and computational details of the hybrid construction for
the asymptotic limit problem (at and near the bifurcation point µ = 0, γ = 2). The construction of
the rescaled problem at and near the bifurcation point is delicate, although the detailed estimates
are in fact somewhat less gruelling than in the general case, see Appendix B. Finally, in Section
9 we discuss extensively the main computational and algorithmic issues. The reader wishing to
recreate the proof of the full problem is referred to the appendices and the matlab codes available
at [35].

3 Formulation of the Ohta-Kawasaki problem

We consider the functional

E(u) =
1

|Ω|

∫
Ω

1

2γ2
|∇u|2 +

1

4
(1− u2)2 +

1

2
|∇φ|2 dx,

where u is a periodic function on the rectangular domain Ω = [0, L1]×[0, L2] and m = 1
|Ω|
∫

Ω
u(x)dx

is its average. The function φ is the unique solution of the elliptic problem

−∆φ = u−m (3.1)

with periodic boundary conditions and
∫
φ = 0. Taking the H−1 gradient of E gives us the

Euler-Lagrange equation
−∆(γ−2∆u+ u− u3)− σ(u−m) = 0

for the critical points of E. We aim to find the minimum of E for fixed m, but varying L1

and L2. As explained in the introduction, we only consider stripes and hexagonal spot patterns.
In particular, we would like to find the curve in parameter space for which stripes and spots have
equal energy and the energies are optimized over the domain sizes.

To fix the domain and to simplify the algebra in the formulas somewhat, let us change variables
β

def
= γ−2, µ

def
= m2 and `i

def
= Li

2πγ. We introduce the rescalings u → mu, φ → mγ−1φ, xi → Li

2πxi
and m−2(E − 1

4 )→ E:

E(u) =
1

4π2

∫ 2π

0

∫ 2π

0

1

2
|∇`u(x)|2 − 1

2
u(x)2 +

µ

4
u(x)4 +

β

2
|∇`φ(x)|2 dx,

with ∇` =
(
`−1
1

∂
∂x1

, `−1
2

∂
∂x2

)T
. We require that 1

4π2

∫ 2π

0

∫ 2π

0
u(x)dx = 1 and the rescaled φ(x),

solves

−∆`φ(x) = u(x)− 1 on x ∈ [0, 2π]× [0, 2π], and

∫
φ = 0,

where

∆` = ∇` · ∇` = `−2
1

∂2

∂x2
1

+ `−2
2

∂2

∂x2
2

.

The differential equation becomes ∆2
`u + ∆`[u − µu3] + β(u − 1) = 0. To compare stripes and

hexagonal spots we need to solve for both simultaneously. The stripes solve the 1D problem

u′′′′1 + κ1[u1 − µu3
1]′′ + κ2

1β(u1 − 1) = 0
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where `1 = κ
1/2
1 and `2 = 1 and there is no dependence on x2. The energy in these variables is

E1(u1) =
1

2π

∫ 2π

0

1

2κ1
|u′1|2 −

1

2
u2

1 +
µ

4
u4

1 +
κ1β

2
|φ′1|2 dx1

where φ1 (once again rescaled, namely φ → κ1φ1) solves −φ′′1 = u1 − 1. To optimize over κ1 we
require ∂E1

∂κ1
= 0, i.e., ∫ 2π

0

1

2κ2
1

|u′1|2 −
β

2
|φ′1|2 dx1 = 0.

We look for a symmetric solution and pose

u1 = 1 + 2

∞∑
k=1

ak cos kx1 =

∞∑
k=−∞

ake
ikx1 , (3.2)

with the convention a−k = ak, and a0 = 1. This transforms the equation into Fourier space:

k4ak − κ1k
2[ak − µ〈a3〉k] + κ2

1βak = 0, k ≥ 1, (3.3)

where 〈·〉 denotes the convolution in both one and two dimensions:

〈aã〉k
def
=
∑
j∈Z

ak−j ãj and 〈bb̃〉m1,m2

def
=

∑
j1,j2∈Z

bm1−j1,m2−j2 b̃j1,j2 .

These represent the Fourier coefficients of the product u(x)ũ(x). We also denote 〈a2〉 = 〈aa〉 and
〈a3〉 = 〈〈a2〉a〉, etc. For algebraic simplicity later on, we rewrite the optimal domain size condition
as ∑

k∈Z\0

(k2 − κ2
1βk

−2)a2
k = 0. (3.4)

Clearly this can also be written as 2
∑∞
k=1(k2−κ2

1βk
−2)a2

k = 0, but the notation (3.4) will be more
convenient since it mirrors the two-dimensional setup below. For the 2D hexagonal spot problem,

we set `1 = κ
1/2
2 and `2 = 3−1/2κ

1/2
2 , and solve

∆2
2u2 + κ2∆2[u2 − µu3

2] + κ2
2β(u2 − 1) = 0, with ∆2 =

∂2

∂x2
1

+ 3
∂2

∂x2
2

. (3.5)

The energy is now

E2(u2) =
1

4π2

∫ 2π

0

∫ 2π

0

1

2κ2
|∇2u2(x)|2 − 1

2
u2(x)2 +

µ

4
u2(x)4 +

κ2β

2
|∇2φ2(x)|2 dx,

with ∇2 = ( ∂
∂x1

,
√

3 ∂
∂x2

)T and −∆2φ2 = u2 − 1. Hence ∂E2

∂κ2
= 0 corresponds to∫ 2π

0

∫ 2π

0

1

2κ2
2

|∇2u2(x)|2 − β

2
|∇2φ2(x)|2 dx1dx2 = 0.

Writing

u2 =

∞∑
m1=−∞

∞∑
m2=−∞

bm1,m2
eim1x1eim2x2 (3.6)

with b−m1,m2
= bm1,−m2

= b−m1,−m2
= bm1,m2

, we obtain the equations

(m2
1 + 3m2

2)2bm1,m2 − κ2(m2
1 + 3m2

2)[bm1,m2 − µ〈b3〉m1,m2 ] + κ2
2βbm1,m2 = 0 (3.7)

for the Fourier coefficients with (m1,m2) ∈ N2 \ (0, 0), and b0,0 = 1, as well as the optimal domain
size condition ∑

(m1,m2)∈Z2\(0,0)

[
(m2

1 + 3m2
2)− κ2

2β(m2
1 + 3m2

2)−1
]
b2m1,m2

= 0. (3.8)
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Finally, to determine for which value of the parameter µ stripes and hexagonal spots have the
same energy we require that

Ea[a, β, µ, κ1]− Eb[b, β, µ, κ2] = 0, (3.9)

which in Fourier coefficients can be expressed via

Ea =
∑
k∈Z\0

[
1

κ1
k2 − 1 + κ1βk

−2

]
a2
k +

µ

2

[
〈a4〉0 − 1

]
,

Eb =
∑

(m1,m2)∈Z2\(0,0)

[
1

κ2
(m2

1 + 3m2
2)− 1 + κ2β(m2

1 + 3m2
2)−1

]
b2m1,m2

+
µ

2

[
〈b4〉0,0 − 1

]
.

Here we have introduced a multiplicative factor 2 for algebraic convenience. Moreover, we have
subtracted the energy of the uniform state. Hence, energies are calibrated to the reference energy
of the uniform state, see also Remark 5.1.

Our problem is to solve the system (3.3)–(3.9) with variables (β, µ, κ1, κ2, ak, bm1,m2
), with

k ≥ 1 and (m1,m2) ∈ N2 \ (0, 0), recalling that a0 = 1 and b0,0 = 1. This problem has a
one parameter family of solutions. To find a numerical approximation of the solution curve, we
need to choose a finite dimensional truncation of the problem and perform a pseudo-arclength
continuation. Additionally, we need to choose a functional analytic framework to validate these
numerical computations.

Remark 3.1. The hexagonal spot pattern has additional symmetries beyond the ones expressed by
the cosine series (3.6). Namely, let

H =

(
1
2 − 3

2
1
2

1
2

)
,

and let Z2
H = {m ∈ Z2 : m1+m2 = even}. Then H is a linear operator on the sublattice Z2

H . When
we introduce BH = {(bm)m∈Z2 : bm = 0 for m /∈ Z2

H}, then we may define the linear operator H̃
on BH by (H̃b)m = bHm. The action of H̃ on BH in Fourier space corresponds to a rotation over
π/3 around the origin in physical space. The hexagonal spot patterns are described by b ∈ BH with
the symmetry H̃b = b (as well as the periodicity and up-down and left-right symmetry inherited
from the cosine series).

We do not use this additional rotational symmetries in the present paper. We do not attempt to
prove that the solutions that we find have this additional symmetries either, but rather leave such
an analysis for future research.

Remark 3.2. Taking into account the rescalings of the spatial variables in this section as well
as the geometry of the hexagonal packing, it is not hard to derive that the distance between the

stripes is 2πκ
1/2
1 β1/2, while the distance between two nearest neighbor spots is (4/3)1/2πκ

1/2
2 β1/2.

Both distances are depicted as a function of m in Figure 2.2. We note that at the bifurcation point
(m,β) = (0, 1

4 ) we have κ1 = 2 and κ2 = 8.

4 Functional analytic setting: an analytic Fourier space

Rigorous numerics requires a careful balance between computational and analytical simplicity. In
this regard we work in an exponentially weighted Fourier space as this will give us the computational
advantage of using Fourier methods, control of the tail remainders of our truncated approximations
and a good way to bound convolution terms.

The expression

m
def
=
(
m2

1 + 3m2
2

)1/2
appears throughout in the analysis as the multiplier in Fourier space corresponding to the differ-
ential operator ∆2, see (3.5).
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We restrict to Fourier spaces of analytic functions by using exponential weights in the norms:

‖a‖1
def
=
∑
k∈Z
|ak| ξ|k|1 and ‖b‖2

def
=
∑
m∈Z2

|bm1,m2
| ξ|m|2 , (4.1)

with decay rates ξ1 > 1 and ξ2 > 1 to be chosen later (see Section 9). The norm |m| on Z2

(appearing in ‖ · ‖2 above) is chosen to have the symmetry |(m1,m2)| = |(−m1,m2)|, that fits
well the cosine series (3.6). Specifically, we have used both the 1-norm |m| ≡ |m1|+ |m2| and the
∞-norm |m| ≡ max{|m1|, |m2|}, ultimately settling (somewhat arbitrarily) on the 1-norm in the
final proof.

The Banach spaces corresponding to the norms in (4.1) are denoted Xexp
1 and Xexp

2 . Since the
weights are exponentially growing, any point in Xexp

1 or Xexp
2 correspond to a smooth symmetric

function via (3.2) or (3.6), respectively.
The norms on Xexp

1,2 behave nicely under the convolution namely as a Banach algebras:

‖〈aã〉‖1 ≤ ‖a‖1 ·‖ã‖1 and ‖〈bb̃〉‖2 ≤ ‖b‖2 ·‖b̃‖2. (4.2)

Here we have used that |m|, being a norm, satisfies the triangle inequality.
We work in affine subspaces and define the symmetric spaces

Xsym
1

def
= {a ∈ Xexp

1 : a−k = ak for all k ∈ Z},
Xsym

2
def
= {b ∈ Xexp

2 : bm1,m2
= b|m1|,|m2| for all m ∈ Z2}

and

X1
1

def
= {a ∈ Xsym

1 : a0 = 1} X0
1

def
= {va ∈ Xsym

1 : va0 = 0}
X1

2
def
= {b ∈ Xsym

2 : b0 = 1} X0
2

def
= {vb ∈ Xsym

2 : vb0 = 0}.

The spaces X1
i are the (affine) spaces where our variables live, whereas the variations live in the

linear spaces X0
i . The spaces X1

1 , X0
1 and X1

2 , X0
2 are hyperplanes in Xsym

1 and Xsym
2 respectively.

These hyperplanes have a0 and b0,0 fixed due to the mass constraint in our problem. We define
the sets

N0
def
= N \ 0, Z0

def
= Z \ 0, N2

0
def
= N2 \ (0, 0), Z2

0
def
= Z2 \ (0, 0).

It will also be useful to interpret a ∈ Xexp
1 and b ∈ Xexp

2 as linear operators, i.e., as elements of
the dual space. Since Xexp

1,2 are weighted l1 spaces, their dual spaces are weighted l∞ spaces. We
will need the following variants:

‖a‖∗1
def
= sup

k∈Z
|ak|ξ−|k|1 so that

∣∣∑
k∈Z akφk

∣∣ ≤ ‖a‖∗1 ·‖φ‖1 for all φ ∈ Xexp
1 ,

‖a‖∗s1
def
= sup

k∈Z

1
2

(
|ak|+ |a−k|

)
ξ
−|k|
1 so that

∣∣∑
k∈Z akφk

∣∣ ≤ ‖a‖∗s1 ·‖φ‖1 for all φ ∈ Xsym
1 ,

‖a‖∗s01
def
= sup

k∈Z0

1
2

(
|ak|+ |a−k|

)
ξ
−|k|
1 so that

∣∣∑
k∈Z akφk

∣∣ ≤ ‖a‖∗s01 ·‖φ‖1 for all φ ∈ X0
1 .

We note that ‖a‖∗s01 ≤ ‖a‖∗s1 ≤ ‖a‖∗1 ≤ ‖a‖1.
For a ∈ Xsym

1 the factor 1
2

(
|ak|+ |a−k|

)
reduces to |ak|. Hence ‖a‖∗s1 = ‖a‖∗1 for a ∈ Xsym

1 and
‖a‖∗s01 = ‖a‖∗01 for a ∈ Xsym

1 , where for convenience we introduce the notation

‖a‖∗01
def
= sup

k∈N0

|ak|ξ−k1 .

The definitions of ‖b‖∗2, ‖b‖∗s2 , ‖b‖∗02 and ‖b‖∗s02 are entirely analogous, with 1
2

(
|ak|+ |a−k|

)
ξ
−|k|
1

replaced by
1
4

(
|bm1,m2

|+ |b−m1,m2
|+ |bm1,−m2

|+ |b−m1,−m2
|
)
ξ
−|m|
2 ,
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which reduces to |bm| for b ∈ Xsym
2 .

The variables that we will use are x = (β, µ, κ1, κ2, a, b), where a = (ak), k ∈ N0 and b =
(bm) = (bm1,m2

) with m = (m1,m2) ∈ N2
0. The space of such collections of variables is denoted by

X = R4 × X1
1 × X1

2 . Throughout the paper we will use the notational conventions ak = a|k| for
all k ∈ Z0 and a0 = 1, as well as bm1,m2 = b|m1|,|m2| for all m ∈ Z2

0 and b0,0 = b0 = 1. We use

projections πcx = (πc1x, π
c
2x, π

c
3x, π

c
4x) = (β, µ, κ1, κ2), a = πax, ak = πakx, πbx = b, πbmx = bm.

On X we use the L∞ product norm:

‖x‖ def
= max{‖πcx‖c, ω−1

a ‖πax‖1, ω−1
b ‖π

bx‖2},
‖πcx‖c

def
= max{ω−1

c,n |πcnx| : n = 1, 2, 3, 4},

where ωa, ωb and ωc,n, n = 1, 2, 3, 4 are weights. When clarity is more important than compactness
we will use the alternative notation(

ωc,1, ωc,2, ωc,3, ωc,4
)
≡
(
ωβ , ωµ, ωκ1

, ωκ2

)
.

Since we are working in an affine Banach space, it pays of to introduce notation for variations
in X, and in particular for the ball of radius 1 in the tangent space TX ∼= R4 × X0

1 × X0
2 ,

i.e. B = {v ∈ TX : ‖v‖ ≤ 1}, which is characterized by

v = (vc, va, vb) ∈ B ⇔


|vcn| ≤ ωc,n, n = 1, 2, 3, 4
va0 = 0, va−k = vak , ‖va‖1 ≤ ωa
vb0 = 0, vbm1,m2

= vb|m1|,|m2|, ‖v
b‖2 ≤ ωb.

(4.3)

Throughout we use the notation

πav = va, πbv = vb, πcv = (vβ , vµ, vκ1
, vκ2

),

and assume the symmetries va−k = vak and vbm1,m2
= vb|m1|,|m2|. Furthermore, we use the convention

va0 = 0 and vb0 = 0.

Remark 4.1. The characterisation of the dual spaces is helpful when estimating convolution terms
of the form 〈aya〉k and 〈byb〉m uniformly for and ‖ya‖1 ≤ 1, ‖yb‖2 ≤ 1.

(i) Let a, ya ∈ Xexp
1 with ‖ya‖1 ≤ 1. Then |〈aya〉0| ≤ ‖a‖∗1, which improves to |〈aya〉0| ≤ ‖a‖∗s1

and |〈aỹa〉0| ≤ ‖a‖∗s01 for ya ∈ Xsym
1 and ỹa ∈ X0

1 , respectively. If a ∈ Xsym
1 then the

expression for ‖a‖∗s1 reduces further, as mentioned above.

(ii) To estimate 〈aya〉k for k 6= 0 we first note that 〈aya〉k = 〈(σ−ka)ya〉0, where the shift operator
is defined via

(σka)k′
def
= ak′−k and (σmb)m′

def
= bm′−m .

We then use the estimates from part (i) of this remark to obtain |〈aya〉k| ≤ ‖σ−ka‖∗1 for all
ya ∈ Xexp

1 with ‖ya‖1 ≤ 1. This improves to |〈aya〉0| ≤ ‖σ−ka‖∗s1 and |〈aỹa〉0| ≤ ‖σ−ka‖∗s01 .
for ya ∈ Xsym

1 and ỹa ∈ X0
1 , respectively. We note that ‖σ−ka‖∗◦1 = ‖σka‖∗◦1 for a ∈ Xsym

1

and any of the three dual norms (∗◦ = ∗, ∗s, ∗s0). However, clearly σ−ka /∈ Xsym
1 for k 6= 0.

The estimates for |〈byb〉0| are analogous.

(iii) Finally, we note that

‖σka‖∗s01 ≤ ‖σka‖∗s1 ≤ ‖σka‖∗1 ≤ ‖a‖1ξ
−|k|
1 , (4.4)

and similarly for σmb (using the triangle inequality for |m|). This gives rougher, but compu-
tationally simpler, estimates. In Remark A.1 we return to the issue of balancing computation
time and sharpness of the estimates.

(iv) For notational simplicity we will use the estimates |ak| ≤ ‖a‖1ξ−k1 for all k ≥ 0 and |bm| ≤
‖b‖2ξ−|m|2 for all m ∈ N2 throughout. Clearly, for a ∈ Xsym

1 this could be improved to
|ak| ≤ 1

2‖a‖1ξ
−k
1 for k ≥ 1, but not for k = 0. A similar improvement can be made for

b ∈ Xsym
2 . However, in the present paper, which is heavy on notation already, we choose to

give up some sharpness in the bounds in favour of notational convenience.

12



5 The continuation problem in Fourier space

With the formulation and the spaces well in hand we are now able to set up the problem for
numerical solution. We look for a curve of solutions x ∈ X such that f̂(x) = 0, where

f̂
def
= (f c2 , f

c
3 , f

c
5 , f

a, f b),

with f cn, n = 2, 3, 4 and fa = (fak )k∈N0
and f b = (f bm)m∈N2

0
defined below. To perform continuation

we will append an equation f c1 = 0 to f̂ , i.e. f
def
= (f c1 , f̂) = (f cn, f

a
k , f

b
m), so that the problem

f(x) = 0 has a locally unique solution.
To be precise, for k ∈ N0

fak
def
= k4ak − κ1k

2[ak − µ〈a3〉k] + κ2
1βak,

and for m ∈ N2
0

f bm
def
= m4bm − κ2m

2[bm − µ〈b3〉m] + κ2
2βbm.

Furthermore

f c2
def
= Ea − Eb =

∑
k∈Z0

[
1

κ1
k2 − 1 + κ1βk

−2

]
a2
k +

µ

2

[
〈a4〉0 − 1

]
−

{∑
m∈Z2

0

[
1

κ2
m2 − 1 + κ2βm−2

]
b2m +

µ

2

[
〈b4〉0 − 1

]}
,

and

f c3
def
=
∑
k∈Z0

(k2 − κ2
1βk

−2)a2
k,

f c4
def
=
∑
m∈Z2

0

(m2 − κ2
2βm−2)b2m.

We will do our computations in the context of pseudo-arclength continuation. In particular,
we assume we have two numerical zeros x1 and x2 of f̂ and set

x
def
=
x1 + x2

2
and x

def
=
x2 − x1

2
,

so that
x̂(s)

def
= x+ s x = 1−s

2 x1 + 1+s
2 x2 with s ∈ [−1, 1],

interpolates linearly between x− x = x1 and x+ x = x2. We also assume we have two numerical
tangent vectors δ1 and δ2 (approximately tangent to the solution curve {x : f̂(x) = 0} at x1 and
x2, respectively). We define δ

def
= (δ1 + δ2)/2 and δ

def
= (δ2 − δ1)/2, as well as the interpolation

δ(s)
def
= δ + s δ = 1−s

2 δ1 + 1+s
2 δ2. (5.1)

Then the continuation equation is given by

f c1
def
= (x− x̂(s), δ(s))F = 0, (5.2)

where (·, ·)F denotes the standard inner product in the finite dimensional computational subspace
XF of X. In particular (x, x̃)F = (xF , x̃F )F in the notation introduced below. We collect all these
equations in f = (f c, fa, f b) and we want to solve

f(x(s); s) = 0 ∈ X

for some x(s) ∈ X. Here s acts as a parameter (not a variable/unknown), and we will often
suppress it in the notation. The derivative Df denotes derivation with respect to x only.
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Remark 5.1. When comparing spots to the uniform state, i.e., the mixed-spots transition described
by the outer curve in the bifurcation diagram in Figure 1.1, we still have f b, f c1 and f c4 , we drop
f c3 and fa, and we simply take f c2 = Eb instead of f c2 = Ea − Eb.

Choosing two computational parameters K and M we define the finite dimensional projections:
aF = (ak)Kk=1, bF = (bm)m∈N2

0,1≤m∞≤M , where we choose

m∞
def
= max{|m1|, |m2|},

since it fits well with the matrix data structure. We set xF = (β, µ, κ1, κ2, aF , bF ) ∈ XF =

R4×RK×RM2+2M , and similarly faF , f bF and fF . The dimension of XF is NF
def
= 4+K+M2 +2M .

To transfer from computational space to the full space, we will need the extensions by 0, namely
a0
F ∈ X1

1 is defined by

(a0
F )k = (aF )k for 1 ≤ k ≤ K, (a0

F )k = 0 for k > K,

and similarly for b0F and x0
F . Note that x, x, δ and δ are all essentially finite dimensional: x0

F = x,
etc.

For the approximate solution x = (β, µ, κ1, κ2, a, b) we will use in all formulas concerning
convolutions the following notational convention: the symmetries a−k = ak and b±m1,±m2

=
bm1,m2

, as well as a0 = 1 and b0,0 = 1. For x we use the same convention.
To conclude this notational agony, we introduce the complementary infinite dimensional pro-

jections a∞ = (ak)∞k=K+1, and similarly b∞ and x∞. The extensions by 0 in the finite part are
denoted by a0

∞, b0∞ and x0
∞. In particular, a = a0

F + a0
∞, etc.

6 The fixed point formulation

We now introduce the fixed points operator in X

T (x; s)
def
= x−Af(x; s).

Here A is a linear operator of the form

(Ax)F = AFxF

(Ax)∞ = Λ−1x∞.

The NF ×NF matrix AF is determined via a computer calculation, namely a numerical (i.e. not
exact) inverse of the Jacobian JF of the finite dimensional map xF → fF (x0

F )). Furthermore, Λ is
the diagonal operator on X∞ given by

πak(Λx∞) = λakπ
a
kx∞,

πbm(Λx∞) = λbmπ
b
mx∞,

for k ≥ K + 1 and m∞ ≥M + 1, with

λak
def
= k4 − κ1k

2 + κ2
1β

λbm
def
= m4 − κ2m

2 + κ2
2β.

Remark 6.1. We note that λak and λbm do not depend on the variables, hence A is a constant
linear operator (independent of x).

Note that we will always suppress the dependence of T on s and write T (x) rather than T (x; s).
The derivative DT denotes derivation with respect to x only.

To set up the fixed point (contraction) argument on a small ball

Br(x̂(s))
def
= x̂(s) + rB,
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we will construct positive constants Y = (Y c1 , Y
c
2 , Y

c
3 , Y

c
4 , Y

a, Y b) ∈ X and polynomial functions
Z = (Zc1, Z

c
2, Z

c
3, Z

c
4, Z

a, Zb)(r) ∈ X that provide the bounds

|πcn(T (x̂(s))− x̂(s))| ≤ Y cn n = 1, 2, 3, 4 (6.1a)

‖πa(T (x̂(s))− x̂(s))‖1 ≤ Y a (6.1b)

‖πb(T (x̂(s))− x̂(s))‖2 ≤ Y b (6.1c)

sup
v,w∈B

∣∣πcn(DT (x̂(s) + rw)rv)
∣∣ ≤ Zcn(r) n = 1, 2, 3, 4 (6.1d)

sup
v,w∈B

∥∥πa(DT (x̂(s) + rw)rv)
∥∥

1
≤ Za(r) (6.1e)

sup
v,w∈B

∥∥πb(DT (x̂(s) + rw)rv)
∥∥

2
≤ Zb(r), (6.1f)

for all s ∈ [−1, 1].

Remark 6.2. The estimates (6.1d)-(6.1f) contain a “trivial” multiplicative factor r compared to
the formulation in Section 1.2. We use the above formulation to be consistent with earlier work,
see the references below.

Remark 6.3. In Sections 7 and 9 it may be convenient to think of Y and Z(r) as polynomials
in |s|. The coefficients of these polynomials are all positive, hence the uniform estimates for all
s ∈ [−1, 1] are obtained via Y (s) ≤ Y (1) ≡ Y and Z(r, s) ≤ Z(r, 1) ≡ Z(r). For compactness of
notation we will not stipulate the dependence of the bounds on s.

We need to find a radius r that satisfies the six inequalities

Y cn + Zcn(r) < ωc,nr n = 1, 2, 3, 4 (6.2a)

Y a + Za(r) < ωar (6.2b)

Y b + Zb(r) < ωbr. (6.2c)

The six inequalities can be verified rigorously via interval arithmetic. Since we will find bounds Z
that depend quadratically on r, the information in (6.2) can be reformulated in terms of so-called
radii polynomials, see Section 9. We stress that this approach is not new and has been adopted
for a variety of problems in both dynamical systems [13, 33, 32, 18] and PDES [15, 16, 6].

The line piece interpolating the “numerical solutions” x1 and x2 represents a solution curve in
the following precise sense:

Lemma 6.1. Assume there exists an r > 0 such that the inequalities (6.2) hold for all s ∈
[−1, 1]. Then there exists a smooth map χ : [−1, 1] → X such that f(χ(s); s) = 0. In particular,

χ parametrizes a continuous curve of zeros of f̂ , i.e. f̂(χ(s)) = 0 for all s ∈ [−1, 1]. Furthermore,
χ is unique in the sense that for each s ∈ [−1, 1] the only solution of f(x; s) = 0 in Br(x̂(s)) is
given by x = χ(s).

Proof. It is not hard to infer that the inequalities (6.2) imply that for each s ∈ [−1, 1] the map
T is a contraction on Br(x̂(s)), with contraction rate uniform in s. The uniform contraction
theorem then implies the existence a unique smooth map χ of fixed points of T given by x = χ(s),
s ∈ [−1, 1]. More details can be found in e.g. [34, 5]. The fixed points correspond to a solution

curve of f , and hence of f̂ , since A (and especially AF ) is injective. Indeed, the inequalities (6.2)
imply that ‖DT (x)‖ = ‖I − ADf(x)‖ < 1, hence in particular ‖INF

− AFJF ‖ < 1, from which
we infer that AF is invertible. Here we have used that JF , which is defined as the Jacobian of
xF → fF (x0

F ; 0) evaluated at xF = xF , is also characterized by Df(x)v0
F = JF vF for all v ∈ B.

We need to verify an additional inequality to conclude that the solution curve is smooth and
hence no bifurcation occurs. We define

τ1
def
=

4∑
n=1

ωc,nπ
c
n|δ|+ ωa‖πaδ‖0∗1 + ωb‖πbδ‖0∗2 ,

τ2
def
= min

{(
x, δ − δ

)
F
,
(
x, δ + δ

)
F

}
,
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which can be computed using interval arithmetic. We note that τ1 = Qc1, where the latter is defined
in (A.6). The values of τ1 and τ2 are both expected to be on the order of the step size, since x and
δ ± δ are almost parallel.

Lemma 6.2. Assume there exists an r > 0 such that the inequalities (6.2) hold for all s ∈ [−1, 1].
If, in addition, rτ1 − τ2 < 0, then the solution curve χ obtained in Lemma 6.1 is a smooth curve:
dχ
ds 6≡ 0 for s ∈ [−1, 1]. Furthermore, the curve is locally unique in the sense that for any s ∈ (−1, 1)

all solutions of f̂(x) = 0 in a sufficiently small neighborhood of x = χ(s) lie on the curve χ. The

dimension of the null space of Df̂(χ(s)) is 1 for all s ∈ [−1, 1].

Proof. We adapt the construction in [34, Lemma 10] to our setting. By differentiating the identity
f c1(χ(s), s) = 0 with respect to s we obtain(

dχ
ds , δ(s)

)
F

=
(
x, δ(s)

)
F
− (χ(s)− x̂(s), δ)F . (6.3)

The terms in the right hand side can be estimated by(
x, δ(s)

)
F
≥ τ2 and

(
χ(s)− x̂(s), δ

)
F
≤ rτ1,

since χ(s) ∈ Br(x̂(s)). Here we have used the characterization of the dual space of X0
1,2. Combining

these estimates with (6.3) and using that τ2 − rτ1 > 0, we conclude that dχ
ds 6≡ 0. For additional

details on the assertion about regularity of the curve we refer to [5, Corollary 2].

We now glue two piece of curve together. Let x1, x2 and x3 be three numerical approximations
of solutions, with corresponding predictors δ1, δ2 and δ3. Let x̂1(s) be the interpolation between x1

and x2, and let x̂2(s) be the interpolation between x2 and x3. Let χ1 and χ2 be the parameterization
of the solution curves for the interpolations x̂1 between x̂2, respectively, using the corresponding
interpolations of the predictors. We define the union

χ1,2(s)
def
=

{
χ1(s− 1) for s ∈ [−2, 0],

χ2(s+ 1) for s ∈ (0, 2].

Lemma 6.3. Let χ1 and χ2 be obtained through Lemma 6.1 as described above. Then χ1,2 is
continuous. If, in addition, Lemma 6.2 is applicable for both χ1 and χ2, then χ1,2 defines a smooth
curve.

Proof. Let T1(x; s) = x−A1f1(x; s) and T2(x; s) = x−A2f2(x; s) be the fixed point maps for the two
interpolations. Then the fixed points of T 1(x; 1) and T 2(x;−1) coincide, since f1(x; 1) = f2(x;−1).
It follows immediately from the uniqueness statement in Lemma 6.1 that χ1(1) = χ2(−1), since
the two balls around x2 on which T1 and T2 are contractions are necessarily nested. Hence the
union of the curves is continuous. Smoothness of the union then follows from Lemma 6.2 and the
fact that the solution curves can be extended to open intervals slightly larger than [−1, 1] due to
the strictness of the inequalities (6.2). These slightly extended smooth curves χ1 and χ2 have an
overlap with nonempty interior, hence the union is smooth. For a detailed proof we refer to [5,
Theorem 6]

Remark 6.4. Let us discuss what to do when the computational parameters are different for the
two steps in which the pieces of parametrized solution curves χ1 and χ2 are determined.

1. If the weights ω are different for the two steps, then an additional check has to be performed
to guarantee that χ1(1) = χ2(−1). In particular, one needs to check that there are nested
balls around x2 on which T 1 and T 2 contract. Namely, let the inequalities (6.2) hold on
intervals r ∈ [r1

min, r
1
max] and r ∈ [r2

min, r
2
max] for χ1 and χ2, respectively. Let ω1 = (ω1

j ) and

ω2 = (ω2
j ), j = 1, . . . , 6 be the weights used for χ1 and χ2. Then one needs to verify that

either the six inequalities

ω1
j r

1
min < ω2

j r
2
max, j = 1, . . . , 6 or ω1

j r
1
max > ω2

j r
2
min, j = 1, . . . , 6 (6.4)

hold.
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2. Furthermore, if the above direct verification fails, one may perform an extra intermediate
computation at x2 with the two different sets of computational parameters. Namely, one may
set up a contraction problem T̃ at x = x2 with x = 0. One then works for a single T̃ with the
two sets of parameter values used to find χ1 and χ2. This leads to (relatively large) intervals
r ∈ [r̃1

min, r̃
1
max] and r ∈ [r̃2

min, r̃
2
max] where the inequalities (6.2) hold for T̃ 1 = T̃ 2 = T̃ with

weights ω1 and ω2, respectively. One may then verify (6.4) with these r̃1,2
min,max, to conclude

that there are nested contracting balls for T̃ 1 and T̃ 2. Since the contracting balls for T 1(x; 1)
and T̃ 1 are necessarily nested, as are those for T 2(x;−1) and T̃ 2, one then concludes that
χ1(1) = χ2(−1). We note that in practice we never needed to perform this intermediate step
in our final computation of the solution curve.

3. An analogous check should be performed when changing ξ1,2 between steps, but we did not
pursue that here.

4. The computational constants K and M may change from step to step as long as at the
“midpoint” the smaller of the values are used for x2 and δ2.

7 Structure of the estimates

In this section we discuss the structure of the estimates that are need to find the bounds in (6.1).
Explicit expressions for the constants defined here are given in Appendix A.

7.1 bounds Y

For the componentwise estimates we use the notation

|πcn(T (x̂(s))− x̂(s))| ≤ Ȳ cn n = 1, 2, 3, 4

|πak(T (x̂(s))− x̂(s))| ≤ Ȳ ak k ≥ 1

|πbm(T (x̂(s))− x̂(s))| ≤ Ȳ bm m ∈ N2
0,

all uniform for s ∈ [−1, 1]. The finite part 1 ≤ n ≤ 4, 1 ≤ k ≤ K and 1 ≤ m∞ ≤ M of Ȳ is
denoted by ȲF . In particular, Y cn = Ȳ cn = (ȲF )cn.

We first note that for fak (x̂(s)) = 0 for k ≥ 3K + 1 and f bm(x̂(s)) = 0 for m∞ ≥ 3M + 1. Hence
we may simply set

Ȳ ak = 0, Ȳ bm = 0.

The first component of f is the only one that depends on s explicitly, and it needs separate
treatment in the estimates. We recall that x̂(s) = x+ sx, and note that, by definition,

f c1(x̂(s); s) = 0 for all s. (7.1)

The other components of f do not explicitly depend on s. The strategy is to expand these as

f(x̂(s)) = f(x) + sDf(x)x+ 1
2s

2C(s), (7.2)

with
C(s) = 2s−2[f(x̂(s))− f(x)− sDf(x)x].

Note that, in view of (7.1), the first component of f(x), Df(x)x and C(s) in (7.2) should be read
as 0. Furthermore, by the choice of x the term DfF (x)x will be small (and clearly fF (x) is also
small).

We now want an estimate of the form

|A · C(s)| ≤ S for all s ∈ [−1, 1], (7.3)

where S is obtained componentwise via the remainder formula for Taylor series:

S = max
η∈[x−x,x+x]

|A ·D2f(η)(x, x)|. (7.4)
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Note that the above formula, and similar formulas throughout the paper, should be interpreted as
finding some S ∈ X such that the estimate

max
η∈[x−x,x+x]

|A ·D2f(η)(x, x)| ≤ S

holds componentwise.
Let us make this more explicit. The finite part

SF = max
η∈[x−x,x+x]

|AF ·D2fF (η)(x, x)| (7.5)

can be determined by simply evaluating D2fF (η) with η
def
= [x− x, x+ x], since these intervals are

reasonably small. We then write for the finite part

ȲF = |ÂF · fF (x)|+ |ÂF ·DfF (x)x|+ 1
2 SF ,

where the matrix

(ÂF )ij =

{
0 if j = 1,
(AF )ij if j ≥ 2,

has vanishing first column in view of (7.1). Note that replacing AF by ÂF in (7.5) is irrelevant,
since D2f c1 vanishes anyway.

For the intermediate part K + 1 ≤ k ≤ 3K and M + 1 ≤ m∞ ≤ 3M , we obtain

Sak =
1

λak
max

η∈[x−x,x+x]
|D2fak (η)(x, x)| (7.6a)

Sbm =
1

λbm
max

η∈[x−x,x+x]
|D2f bm(η)(x, x)|, (7.6b)

where each component involves convolution terms only (see Section A.2 for explicit formulas), each
of which is a finite sum, and an estimate on the maximum can again be obtained using interval
arithmetic with η = [x− x, x+ x]. Hence

Ȳ ak =
1

λak
|fak (x)|+ 1

λak
|Dfak (x)x|+ 1

2 S
a
k

Ȳ bm =
1

λbm
|f bm(x)|+ 1

λbm
|Df bm(x)x|+ 1

2 S
b
m,

for K + 1 ≤ k ≤ 3K and M + 1 ≤ m∞ ≤ 3M , where evaluating fak (x) and Dfak (x)x again involves
convolution terms only, each of which is a finite sum (and similarly for f bm).

Since Ȳ a and Ȳ b have only finitely many nonzero components, we just compute

Y c = Ȳ c and Y a = ‖Ȳ a‖1 and Y b = ‖Ȳ b‖2 .

Remark 7.1. Using the explicit formulas for the first and second derivative of f in Section A the
Y can thus be computed directly (without additional estimates) using interval arithmetic. Indeed,
interval arithmetic is used not only to control rounding error (this involves very small intervals), but
also to efficiently determine (upper bounds on) the maxima in (7.5) and (7.6) rigorously (involving
intervals η of intermediate size).

7.2 bounds Z

In this section we explain how to find bounds on DT (x̂(s) + rw)rv uniform for s ∈ [−1, 1] and
v, w ∈ B (defined in (4.3)). We write

Df(x̂(s) + rw)rv = Jrv + [Df(x̂(s) + rw)− J ]rv,
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where J is an approximate Jacobian defined by

(Jv)F = JF vF ,

πak(Jv)∞ = λakπ
a
kv,

πbm(Jv)∞ = λbmπ
b
mv.

Hence, J is block-diagonal and purely diagonal in the tail k ≥ K + 1 and m∞ ≥ M + 1. We
recall that JF is the (exact) Jacobian of the finite dimensional map xF → fF (x0

F ; 0), i.e. JF vF =
DfF (x; 0)v0

F . In this notation we have

DT (x̂(s) + rw)rv = [I −AJ ]rv +A[Df(x̂(s) + rw)− J ]rv, (7.7)

where

([I −AJ ]v)F = (I −AFJF )vF

([I −AJ ]v)∞ = 0.

Since AF is an approximate, numerical inverse of JF , the term (I − AFJF )vF will be small. In
Section A.3 we derive explicit estimates

sup
v∈B

πcn([I −AFJF ]vF ) ≤ Ocn

sup
v∈B
‖πa([I −AFJF ]vF )‖1 ≤ Oa

sup
v∈B
‖πb([I −AFJF ]vF )‖2 ≤ Ob.

We move on to the second term in (7.7). Let us again first consider the first component. It is
the only one depending explicitly on s:

Df c1(x̂(s) + rw; s)rv − πc1Jv = r
(
v, δ(s)

)
F
− r
(
vF , δ

)
F

= rs
(
v, δ
)
F
, (7.8)

since Df c1(x; 0)v = (v, δ)F = (vF , δ)F . For all other components we write

[Df(x̂(s) + rw)− J ]rv = [Df(x̂(s))− J ]rv + r2R(r, s) = r[Df(x)− J ]v + rsQ(s) + r2R(r, s),

where

Q̄(s, v)
def
= s−1[Df(x+ sx)−Df(x)]v

R̄(r, s, v, w)
def
= r−1[Df(x+ sx+ rw)−Df(x+ sx)]v.

We now want estimates of the form (notice that we omit A compared to (7.3))

[Df(x))− J ]v ≤ P,
|Q̄(s, v)| ≤ Q,

|R̄(r, s, v, w)| ≤ R,

for all s ∈ [−1, 1], 0 ≤ r ≤ r∗, and v, w ∈ B. Here r∗ is an a priori bound on r. The bounds Q and
R are once again obtained componentwise via the (integral) remainder formulas:

P
def
= max

v∈B
|[Df(x)− J ]v|, (7.9a)

Q
def
= max

η∈[x−x,x+x],v∈B
|D2f(η)(x, v)|, (7.9b)

R
def
= max

η∈[x−x,x+x],v,w∈B

1

r∗

∣∣∣∣∫ r∗

0

D2f(η + rw)(v, w)dr

∣∣∣∣ . (7.9c)
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The choice for the integral remainder formula allows for additional flexibility in obtaining the
estimate on R, which we exploit to get slightly better control on the dependence on r∗, see Sec-
tion A.7. These estimates are noticeably harder than (7.4) because of the presence of v, w ∈ B. In
view of (7.8) one should read the first components as

P c1 = 0 Qc1 = sup
v∈B

∣∣(v, δ)
F

∣∣ and Rc1 = 0,

where an explicit estimate for Qc1 will be given in Section A.6.
The main part of the analysis is finding good bounds P , Q and R. Each of these splits along a

finite and infinite dimensional part, i.e., U = U0
F +U0

∞ for U = P,Q,R. For the infinite dimensional
parts we set for |k| > K and m∞ > M

Ûak =
1

λak
πakU∞ and Û bk =

1

λbm
πbmU∞

for U = P,Q,R, and, rather than obtaining component-wise bounds, we bound the norms

‖Ûa‖1 ≤ Ua∞ and ‖Û b‖2 ≤ U b∞.

Once we have those, we can write

Zc = r (Oc + πc(|AF | · PF )) + r πc(|AF | ·QF ) + r2 πc(|AF | ·RF ), (7.10a)

as well as

Za = r (Oa + ‖πa(|AF | · PF )‖1 + P a∞) + r (‖πa(|AF | ·QF )‖1 +Qa∞)

+ r2 (‖πa(|AF | ·RF )‖1 +Ra∞), (7.10b)

Zb = r (Ob + ‖πb(|AF | · PF )‖2 + P b∞) + r (‖πb(|AF | ·QF )‖2 +Qb∞)

+ r2 (‖πb(|AF | ·RF )‖2 +Rb∞). (7.10c)

Remark 7.2. In this approach we never need to compute more than two derivatives of f . However,
to improve the estimates, we occasionally, namely for convolution terms, implicitly use a third
derivative, see Section A.7.

Remark 7.3. We use the triangle inequality to split the estimate of, for example, (A[Df(x)−J ]v)F
into an estimate PF for |([Df(x)−J ]v)F | and a componentwise estimate |AF |. One could postpone
using the triangle inequality until after the multiplication by AF , thus sharpening the estimate, but
we did not pursue this in the present paper.

8 Setup for the limit µ→ 0

The problem is highly degenerate at µ = 0. We need to rescale to obtain a sensible problem in the
limit µ→ 0, i.e., a problem with a nontrivial isolated solution at µ = 0. In this section we describe
how to set up the desingularized limit problem. We focus on the differences with the general case
only, and do not go into details about the parts of the construction that are completely analogous.

8.1 The rescaled variables

We rescale

β(µ, β̃)
def
=

1

4
+ µβ̃

κ1(µ, κ̃1)
def
= 2 + µκ̃1

κ2(µ, κ̃2)
def
= 8 + µκ̃2.
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Note that we will keep using both κ1 and κ̃1, etcetera, in the notation, since this makes the notation
more compact, hence one has to read carefully to distinguish between them. In this scaling there
are a few special modes in the singular limit, which we identify by

I1 def
=
{
−1, 0, 1

}
I2 def

=
{

(0, 0), (1, 1), (−1,−1), (−1, 1), (1,−1), (2, 0), (−2, 0)
}
,

and we define their complements

Z1
def
= Z \ I1 N1

def
= Z ∩ N

Z2
1

def
= Z2 \ I2 N2

1
def
= Z2

1 ∩ N2.

Since we need to rescale the components ak → µãk for k ∈ Z1 and bm → µb̃m for m ∈ Z2
1, but

not the components with index in I1 and I2, we introduce the orthogonal splitting

a = â+ µã and b = b̂+ µb̃,

where

âk = 0 for k /∈ I1 and â0 = 1

ãk = 0 for k ∈ I1

b̂m = 0 for m /∈ I2 and b̂0 = 1

b̃m = 0 for m ∈ I2.

We assume symmetry throughout, and we write

b̂1 ≡ b̂(1,1) and b̂2 ≡ b̂(2,0).

Instead of pseudo-arclength continuation, we simply perform a single parameter continuation step
in the parameter µ, starting from µ = 0. Since µ is thus a parameter, the variables are x =
(β̃, κ̃1, κ̃2, â1, b̂1, b̂2, ã, b̃), which form a Banach space with norm

‖x‖ = max
{
‖(β̃, κ̃1, κ̃2, â1, b̂1, b̂2)‖∞, ω−1

ã ‖ã‖1, ω
−1

b̃
‖b̃‖2

}
‖(β̃, κ̃1, κ̃2, â1, b̂1, b̂2)‖∞

def
= max

{
ω−1

β̃
|β̃|, ω−1

κ̃1
|κ̃1|, ω−1

κ̃2
|κ̃2|, ω−1

â |â1|, ω−1

b̂
|b̂1|, ω−1

b̂
|b̂2|
}
.

In this limit problem we have decided to use the norm |m| ≡ |m1| + |m2| in the decay rates

for the ‖ · ‖2. The corresponding projections are denoted by πc̃x = (β̃, κ̃1, κ̃2, â1, b̂1, b̂2) ∈ R6,

πãx = ã ∈ X̃0
1 and πb̃x = b̃ ∈ X̃0

2 . The ball of radius 1 in the tangent space is given explicitly by

v = (vc̃, vã, vb̃) ∈ B̃ ⇔


|vc̃n| ≤ ωc̃,n, n = 2, 3, 4, 5, 6, 7
vã0 = 0, vã1 = 0, vã−k = vãk , ‖vã‖1 ≤ ωã
vb̃0 = 0, vb̃(1,1) = 0, vb̃(2,0), v

b̃
(m1,m2) = vb̃(|m1|,|m2|), ‖v

b̃‖2 ≤ ωb̃,
(8.1)

where (ωc̃,n)7
n=2 = (ωβ̃ , ωκ̃1 , ωκ̃2 , ωâ, ωb̂, ωb̂). We will write va = vâ + µvã throughout, where

vâ1 = πc̃5v and vã = πãv, and similarly vb = vb̂ + µvb̃. For v ∈ B̃ we have

‖va‖1 = ‖vâ‖1 + µ‖vã‖1 = 2|vâ1 |ξ1 + µ‖vã‖1 (8.2a)

‖vb‖2 = ‖vb̂‖2 + µ‖vb̃‖2 = (4|vb̂1|+ 2|vb̂2|)ξ2
2 + µ‖vb̃‖2, (8.2b)

where choosing the norm |m| ≡ |m1|+ |m2| in the decay rates for the ‖ · ‖2 leads to the factor ξ2
2

(it would be slightly different for the choice |m| ≡ max{|m1|, |m2|}).
We introduce norms on the duals of X̃0

1 and X̃0
2 :

‖ã‖∗11
def
= sup

k∈N1

|ãk|ξ−k1 and ‖b̃‖∗12
def
= sup

m∈N2
1

|b̃m|ξ−|m|2 .
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Hence, for v ∈ B̃,

|〈ava〉k| ≤ |〈avâ〉k|+ µ|〈avã〉k| ≤ ωâ〈|a|δâ〉k + µωã‖σka‖∗11 ,

|〈bvb〉m| ≤ |〈bvb̂〉m|+ µ|〈bvb̃〉m| ≤ ωb̂〈|b|δ
b̂〉m + µωb̃‖σmb‖

∗1
2 ,

where

δâk
def
=

{
1 k = ±1

0 k = 0, k ∈ Z1

and δb̂m
def
=

{
1 m ∈ I2 \ 0

0 m = 0,m ∈ Z2
1.

(8.3)

Finally, by using ‖δâ‖1 = 2ξ1 and ‖δb̂‖2 = 6ξ2
2 , one obtains estimates in terms of norms (for v ∈ B̃):

‖〈ava〉‖1 ≤ 2ωâξ1‖a‖1 + µωã‖a‖1, and ‖〈bvb〉‖2 ≤ 6ωb̂ξ
2
2‖b‖2 + µωb̃‖b‖2. (8.4)

8.2 The rescaled equations

We rescale the equations, starting with

fa = µf̃a and f b = µf̃ b,

where for k = 1

f̃a1 = µ−1
{

[1− κ1 + κ2
1β]â1 + κ1µ〈a3〉1

}
def
=
[
κ2

1β̃ + 1
4µκ̃

2
1

]
â1 + κ1〈a3〉1,

while for k ∈ N1

f̃ak
def
=
[
k4 − κ1k

2 + κ2
1β
]
ãk + κ1k

2〈a3〉k.

Similarly, for the special modes m = (1, 1) and m = (2, 0) we set

f̃ bm = µ−1
{

[16− 4κ2 + κ2
2β]b̂m + 4κ2µ〈b3〉1

}
def
=
[
κ2

2β̃ + 1
4µκ̃

2
2

]
b̂m + 4κ2〈b3〉m,

whereas for m ∈ N2
1 we have

f̃ bm
def
=
[
m4 − κ2m

2 + κ2
2β
]
b̃m + κ2m

2〈b3〉m.

Next, the energy needs to be rescaled: f c2 = µf̃ c2 with

f̃ c2
def
= 2

[
κ1β̃ + 1

4µκ
−1
1 κ̃2

1

]
â2

1 + µ
∑
k∈Z1

[
κ−1

1 k2 − 1 + κ1βk
−2
]
ã2
k +

1

2

[
〈a4〉0 − 1

]
−

{
1

2

[
κ2β̃ + 1

4µκ
−1
2 κ̃2

2

] [
2b̂21 + b̂22

]
+ µ

∑
k∈Z2

1

[
κ−1

2 m2 − 1 + κ2βm−2
]
b̃2m +

1

2

[
〈b4〉0 − 1

]}

Finally, the energy optimisation (with respect to domain size) equations (3.4) and (3.8) also need
to be rescaled by a factor µ:

f̃ c3
def
= −2

[
κ̃1 + κ2

1β̃ + 1
4µκ̃

2
1

]
â2

1 + µ
∑
k∈Z1

(
k2 − κ2

1βk
−2
)
ã2
k,

f̃ c4
def
= −1

2

[
4κ̃2 + κ2

2β̃ + 1
4µκ̃

2
2

] [
2b̂21 + b̂22

]
+ µ

∑
m∈Z2

1

(
m2 − κ2

2βm−2
)
b̃2m.
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We will do parameter continuation in µ, hence there is no f c1 . We set

λ̃ãk
def
= k4 − 2k2 + 1

λ̃b̃m
def
= m4 − 8m2 + 16,

and we define the fixed point map analogously to the general case, i.e.,

T̃ (x;µ)
def
= x− Ãf̃(x;µ),

where Ã is a linear operator of the form

(Ãx)F = ÃFxF

(Ãx)∞ = Λ̃−1x∞.

8.3 The bounds Y and Z

We focus on the differences with the general case only. We will verify a single step starting at
µ = 0. We decompose

f̃(x;µ) = g(x) + µh(x;µ),

and compute Dg, D2g and Dh(x;µ), but not the second derivative of h. To find the bounds Y we
write, componentwise,

g(x+ µx;µ) = g(x) + µDg(x)x+
1

2
µ2D2g(η)(x, x)

h(x+ µx;µ) = µh(x; 0) + µ2Dµh(x;µ′) + µ2Dxh(η′;µ)x,

for some η, η′ ∈ [x, x + µx] and µ′ ∈ [0, µ]. Here x is an (approximate) zero of gF , whereas the
predictor x is approximately a solution of DgF (x)x = −hF (x; 0). As in Section 7.1, it is better
to include multiplication by ÃF before using the Taylor estimate. In particular, for fixed a priori
bound µ∗ on µ, we define componentwise

SF = max
{
D2gF (η)(x, x) : η ∈ [x, x+ µ∗x]

}
S̃F = max

{
DµhF (x;µ) : µ ∈ [0, µ∗]

}
˜̃
SF = max

{
DxhF (η;µ)x : η ∈ [x, x+ µ∗x], µ ∈ [0, µ∗]

}
,

computed using interval evaluation with intervals η = [x, x+ µ∗x] and µ = [0, µ∗]. Then

ȲF =
∣∣∣ÃF · gF (x)

∣∣∣+ µ
∣∣∣ÃF · [DgF (x)x+ hF (x; 0)

]∣∣∣+ µ2
∣∣∣ÃF · [ 1

2SF + S̃F +
˜̃
SF
]∣∣∣.

Here µ can still be viewed as a free parameter, although a priori bounded by µ∗. The term linear
in µ is small due to the choice of the predictor x. For K + 1 ≤ k ≤ 3K and M + 1 ≤ m∞ ≤ 3M
we set

Ȳ ãk =
1

λ̃ãk
max

{
|gak(η) + µhak(η;µ)| : η ∈ [x, x+ µ∗x], µ ∈ [0, µ∗]

}
Ȳ b̃m =

1

λ̃b̃m
max

{
|gbm(η) + µhbm(η;µ)| : η ∈ [x, x+ µ∗x], µ ∈ [0, µ∗]

}
,

where the evaluation, which involves the convolution term only, is done using interval arithmetic.
As before, Ȳ ak = 0 for k > 3M , and Ȳ bm = 0 for m∞ > 3M . Finally, we compute

Y c̃ = Ȳ c̃ and Y ã = ‖Ȳ ã‖1 and Y b̃ = ‖Ȳ b̃‖2 .

For the Z bounds, we write (again componentwise)

[Dxf(x+ µx+ rw;µ)− J̃ ]rv = [Dg(x)− J̃ ]rv + µrD2g(η)(v, x) + r2D2g(ζ)(v, w) + µrDxh(ζ;µ)v,
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with ζ = η + rṽ, where η ∈ [x, x+ µ∗x] and ṽ ∈ B̃. In particular, we set

P
def
= max{|[Dg(x)− J̃ ]v| : v ∈ B̃}

Q
def
= max{|D2g(η)(x, v)| : η ∈ [x, x+ µ∗x], v ∈ B̃}

Q̃
def
= max{|Dxh(η + r∗ṽ;µ)v| : η ∈ [x, x+ µ∗x], µ ∈ [0, µ∗], v, ṽ ∈ B̃}

R
def
= max{

∣∣D2g(η + r∗ṽ)(v, w)
∣∣ : η ∈ [x, x+ µ∗x], w, v, ṽ ∈ B̃}.

The computation of O, bounding (I − ÃJ̃)v, is easily adapted from Section A.3 to the present
setting.

As we will see explicitly in Section B.1, when we choose K ≥ 3 and M ≥ 6, then gF depends
on xF only (and not on x∞). This implies that DgF (x)v − J̃vF = DgF (x)v0

∞ = 0. Furthermore,

see Section B.2, Dgak(x) = λ̃ãkãk for k > 3 and Dgbm(x) = λ̃b̃mb̃m for m∞ > 6, hence Dg∞ = Λ̃. We
conclude that P vanishes.

Moreover, D2gak ≡ 0 for k > 3 and D2gbm ≡ 0 for m∞ > 6. We choose K ≥ 3 and M ≥ 6,
hence D2g∞ ≡ 0. In particular, this implies that Qa,b∞ and Ra,b∞ vanish.

The remainder of the setup is the same as in the general case and we obtain

Zc = r Oc + rµ∗ π
c̃(|ÃF | · [QF + Q̃F ]) + r2 πc̃(|ÃF | ·RF ),

as well as

Za = r Oa + rµ∗ (‖πã(|ÃF | · [QF + Q̃F ])‖1 + Q̃a∞) + r2 ‖πã(|ÃF | ·RF )‖1,

Zb = r Ob + rµ∗ (‖πb̃(|ÃF | · [QF + Q̃F ])‖2 + Q̃b∞) + r2 ‖πb̃(|ÃF | ·RF )‖2.

Remark 8.1. If one chooses to use analytic expressions for x (see Section B.7) and one takes
ÃF as the exact inverse (rather than a numerical approximation) of the Jacobian of xF → gF (x0

F )
at x, then gF (x) ≡ 0 and O ≡ 0. This would come at the cost of ÃF being a matrix of intervals
rather than a matrix of floats, and we do not pursue that approach here.

9 Computational and algorithmic aspects

In this section we first present key implementation details, grouped into three lists: general com-
putational matters, issues related to the bifurcation at µ = 0, and considerations associated with
continuation of the solution curve. Continuation in the context of rigorous numerics has been im-
plemented previously, and we refer to [34, 5] for a general description. Here we comment on special
features of our particular problem only. We finish the section with two remarks about choosing
the weights, as well as a short discussion of the computation of the mixed-spots branch.

We start with the main general comments.

1. The algorithm was implemented in Matlab. All interval arithmetic computations were
performed using Intlab [26]. The code is available at [35].

2. All computations were performed on a standard MacBook Pro laptop. We halted the com-
putation after 25000 continuation steps. It took about 3 days to complete and used approxi-
mately 1.5Gb of memory. This is of course not an insurmountable limitation in the approach.
For example, while the scope for parallelizing the computation and verification of the solution
branch is large, that is beyond the goals of the present paper.

3. As can be seen from the appendices, coding the bounds is a laborious task. In part this is due
to the complexity of the problem. In particular, in deriving the estimates, the three energy
equations f2

c , f3
c and f4

c require the majority of the effort in comparison with the infinite
sets of equations fak and f bm, corresponding to the differential equation, which have a more
easily accessible structure. Besides, analyzing the bifurcation essentially doubles the coding
effort. Clearly, we need to develop more general approaches to reduce the coding overhead
in the future.
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4. Several computational parameters have to be chosen. After some experimentation we choose
the exponential weights ξ1 = ξ2 = 1.02. The choice of weights ω changed from step to step,
see Remark 9.1. The sizes K and M of the finite dimensional projections varied along the
solution branch as described below.

5. For convenience we did include a0 and b0 in the data structures in the computations, but these
are never considered as variables on the formal level (and the terms have no contribution to
the values of the bounds).

6. The convolution products are computed using the discrete Fourier transform and zero-
padding. In combination with interval arithmetic this gives exact results and it is compu-
tationally cheap. A disadvantage is that the wrapping effect causes the size of the intervals
to grow, which is especially harmful in the computation at the bifurcation point since there
we are computing with a rather large interval of µ-values. We combat this by “manually”
setting some of the coefficients of the convolution products to zero, e.g., if ak = 0 for |k| ≥ k1

and ãk = 0 for |k| ≥ k2 then clearly 〈aã〉k = 0 for |k| ≥ k1 + k2 − 1.

Next, we note the principal issues in proving the branch coming out of the bifurcation point.

1. The continuation starts at the bifurcation point, where we solve the rescaled problem from
Section 8 with µ∗ = 1.2 · 10−5.

2. To obtain a proof with a single step in the rescaled problem, we choose weights

(ωã, ωb̃, ωβ̃ , ωκ̃1
, ωκ̃2

, ωâ, ωb̂) = (10, 50, 1, 1, 1, 0.1, 0.3).

after some (manual) optimization.

3. Recall that the rescaled (bifurcation) problem is written as f̃(x;µ) = g(x) + µh(x;µ) = 0.
At µ = 0 we have the exact solution x = x0 of f̃(x; 0) = g(x) = 0 given in Appendix B.7. A
conspicuous choice for x would be the solution of Dg(x)x = −h(x; 0). However, to facilitate
the connection to the “main” continuation branch, i.e. the problem described in Section 5
in the “original” variables, we solve f̃(x;µ∗) = 0 numerically to obtain a point x1 that lies
approximately on the solution curve. We then set x = (x1 − x0)/µ∗.

4. Since we need to connect the bifurcation branch, which is essentially continuation in the
parameter µ, to the pseudo-arclength continuation on the main branch, we slowly change
the vector δ used in (5.1). In particular, for the first point (the end point of the bifurcation
branch) we choose δ to be exactly in the µ-direction. In the first 200 steps of the continuation
we then gradually change δ to the direction tangent to the solution curve (numerically, for
the finite dimensional projection). From then on we take δ to be the approximate tangent
at every point along the branch.

5. To make sure the main continuation branch connects to the bifurcating branch, we need to
perform some checks analogous to Remark 6.4. Let rbif

max be the maximal radius for which we
can verify the step out of the bifurcation, and let rcon

min be the minimal radius for which we
can verify the first piece of the main continuation branch. Then we check that the following
six inequalities hold (cf. (8.2)):

rcon
minωa < rbif

max min{2ξ1ωâ, µ∗ωã}
rcon
minωb < rbif

max min{2ξ2
2ωb̂, µ∗ωb̃}

rcon
minωκ1 < rbif

maxµ∗ωκ̃1

rcon
minωκ2 < rbif

maxµ∗ωκ̃2

rcon
minωβ < rbif

maxµ∗ωβ̃ .

These inequalities verify that the “verification neighborhoods” are nested, hence it guarantees
that the solution at the end of the bifurcation branch is the same as the one at the start of
the continuation branch.
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The continuation of the solution curve leads to another set of computational considerations.

1. Since the three terms in (7.2) that contribute to the Y -bound are essentially treated sepa-
rately in Section 7.1, and since the Z-bound is split into several pieces in Section 7.2, the
inequalities (6.2) can be condensed into a problem of finding an r > 0 for which the quadratic
polynomials, often called the radii polynomials,

pi(r; |s|) = Y1
i + |s|Y2

i + s2Y3
i + rZ1

i + r|s|Z2
i + r2Z3

i − ωir, i = 1, . . . , 6 (9.1)

are negative simultaneously. Here Yj
i ,Z

j
i are positive, computable numbers. To rigorously

prove a piece of solution curve parametrized by s ∈ [−1, 1], we set ai = Z3
i , bi = −ωi+Z1

i +Z2
i

and ci = Y1
i + Y2

i + Y3
i , and compute

rimin =
−bi −

√
b2
i − 4aici

2ai
and rimax =

−bi +
√

b2
i − 4aici

2ai
. (9.2)

Finally, we compute rmin = maxi=1,...,6 r
i
min and rmax = maxi=1,...,6 r

i
max, and we check that

rmin < rmax.

2. If a step is successful, then we have strict inequalities pi(r; 1) < 0 for all i = 1, . . . , 6 for all
r ∈ (rmin, rmax). Hence we could have taken |s|, and thus the step size, slightly larger. In
particular, we choose r0 = (rmin + rmax)/2 and interpret p(r0; |s|) as a quadratic polynomial
in s to obtain an estimate on how big a step size could have been taken. Hence, we set
di = Y3

i , ei = Y2
i + r0Z2

i , fi = −ωir0 + Y1
i + r0Z1

i + r2
0Z3

i , and compute

smax
def
=
−ei +

√
e2
i − 4difi

2di
> 1. (9.3)

The idea is that the step size can roughly be increased by a factor smax. However, we note
this does not take into account that the coefficients in (9.1) have been obtained assuming
|s| ≤ 1.

3. After a successful step, we may change the step size. Based on the discussion above, if
smax > 1.1 we increase the step size by a factor (1 + 2smax)/3, whereas if smax < 1.05 we
decrease the step size by factor a (1 + smax)/2. Besides, we also halve the stepsize after a
change in the number of modes, see below. Finally, we decrease the step size by a factor
0.9 if a step is unsuccessful (but this rarely happens as we already decrease the step size if
our estimate smax is less than 1.05). One cannot interpret the step size in absolute terms,
since there is no proper global normalization (even the weights in the norm in the Banach
space X change from step to step, see below). In Figure 9.1 we depict the step size in terms
of µ, β, κ1 and κ2 versus the iteration number. They all have a similar behaviour (with β
decreasing rather than increasing). We see that the step size is small at first (the problem
being ill-conditioned), reaches a maximum and then starts to decrease (since the values of
the bounds grow as the number of modes needed to describe the solution increases).

4. After each successful step we adapt the weights to try to increase the step size that can be
verified, see Remark 9.1. We also allow the weights to change immediately after changing
the number of modes in the finite dimensional projection (see below). We can monitor how
good the weights are by using the Perron-Frobenius eigenvalue, see Remark 9.2. The latter
information is not used in the continuation algorithm or the proof, but gives an indication
that we have chosen the weights reasonably well.

5. After each successful step, we check the inequalities (6.4) to guarantee that each two succesive
pieces of curve connect continuously. Furthermore, we check the inequality in the assertion
of Lemma 6.3 to verify smoothness of the parametrized solution curve.
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Figure 9.1: The step sizes for µ (left, upper graph), β (left, lower graph), κ1 (right, lower graph)
and κ2 (right, upper graph) versus the iteration number.
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Figure 9.2: The number of modes N (i.e. K = M = N − 1, the total number of variables is
N2 + N + 2) versus the parameter γ = β−1/2 for the stripes-spots branch (blue) and the mixed-
spots branch (red).

6. We choose K and M to be equal throughout the computation, say K = M = N − 1. In the
calculation for the bifurcation and in the initial phase of the continuation we set N = 8. To
monitor the size of the (tail of the) residue AF (x) we compute

Ξa
def
= max

k≥N

|fak (x)|
λak

and Ξb
def
= max
|m|≥N

|f bm(x)|
λbm

.

We increase N by 1 whenever max{ΞaξN1 ,ΞbξN2 } exceeds 10−8. We then simply pad the finite
parts of a, b and δ appropriately by zero(s). In other words, we do not change the center of
the ball in the space X, nor do we change the continuation equation (5.2) at that point, but
we simply increase the dimension of the finite dimensional projection. Notice that we only
ever increase N along the solution curve, since the solution requires a growing number of
Fourier modes to be described accurately as we move up (in terms of γ = β−1/2) along the
branch. In Figure 9.2 we depict N as a function of γ.

Remark 9.1 (Choice of weights). Initial weights have been chosen after some experimentation.
After each successful iteration we adapt the weights. Our goal is to increase the step size, and we
take smax defined in (9.3) as its proxy. However, we do not want to make the interval (rmin, rmax),
see (9.2), too small. Therefore we add log(rmax/rmin) as a second target quantity. We use the
gradient functionality of Intlab to compute the derivative of both smax and log(rmax/rmin) with
respect the six weights ω. We set

~ω1 = ∇ω smax and ~ω2 = ∇ω log(rmax/rmin).
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Figure 9.4: The log of the radii rimin (bottom six graphs) and rimax (top six graphs) as a function
of the iteration number. The color coding is: a blue; b red; β orange; µ purple; κ1 green; κ2 cyan.
On the right is the full picture, with on the left a blowup of (most of) the graphs for small iteration
numbers, showcasing the frequent “switching” behaviour.

We want to increase both target quantities, hence we select ~ω0 = ~ω1/|~ω1|+ ~ω2/|~ω2| as the direction
for changes in ω, since this would indeed increase both quantities if the dependencies were linear.
We then take a small step in direction ~ω0, allowing the individual weights to change by no more
than 2% per iteration, except we are more lenient in the first few iterations after the bifurcation
point mode and after each change in the number of modes, since then we are potentially far away
from optimal step sizes and optimal weights. In Figure 9.3 we depict the six weights versus the
iteration number. We see that after an initial transient phase, they are fairly stable.

We note that log(rmax/rmin) does not depend smoothly on ω, since rmin and rmax may be
attained by different radii polynomials for different values of the weights. This is illustrated on the
right in Figure 9.4. The switching between radii polynomials that determine rmin and rmax can be
clearly seen in the blowup on the left. By only allowing the weights to vary relatively cautiously
from step to step, the (potential) problem related to this nonsmoothness does not cause (m)any
unsuccessful steps.

Finally, when increasing the number of modes (see above) leads to a failed continuation step be-
cause the intervals where the radii polynomials pi are negative have empty intersection (i.e. rmax <
rmin), then we change the weights in the direction ~ω2 to try to obtain overlapping intervals.

Remark 9.2 (Optimal weights). The bounds Q in (7.9b), see also Section A.6, are linear in
weights ω. These bounds correspond to to the term Z2

i in (9.1) through (7.10). Therefore, the term
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Z2 can be interpreted as a 6 × 6 matrix Q with non-negative coefficients working on the weights
vector ω = (ωi)

6
i=1. A necessary condition for the inequalities pi(r; 1) < 0 (and equivalently (6.2))

to hold for some range of r is thus that

s(Qω)i < ωi for i = 1, . . . , 6.

This implies that if we ignore the other terms contributing to the bounds Y and Z, we may optimize
the (predicted) maximal step size by solving the minimax problem

min
ω>0

max
i=1,...,6

(Qω)i
ωi

.

This minimax problem is solved by the Perron-Frobenius eigenvalue-eigenvector pair, since this
is essentially the Collatz-Wielandt formula. In particular, the minimum value is the dominant
eigenvalue λPF of Q (it is attained at weights corresponding to the positive eigenvector of Q). An
upper bound for the factor by which the step size can be increased is thus given by

sPF
def
=

1

λPF(Q)
.

Since these considerations take just one term of the bounds Y and Z into account, the actual
maximal step size gain will be less than this maximal factor sPF. The point is that sPF is an upper
bound no matter what weights one would choose. In Figure 9.5 we depict this (over)estimate sPF

of the maximal step size, together with the estimate smax, see (9.3), that takes all terms in the
radii polynomial into account. We see that the (algorithmically) chosen weights lead to step sizes
that are roughly within a factor 1.5 of the rigorous upper bound on the step size. The calculation of
sPF does not influence the bounds or the algorithm, but it gives us confidence that the algorithmic
optimization of the weights works reasonably well.

Remark 9.3 (The mixed-spots branch). For the mixed-spots branch we pragmatically minimized
the amount of changes to the code (compared to the stripes-spots branch). In particular, we just
solve for (ak)k∈N0 even though we know they are trivial. The only somewhat subtle issue is that
κ1 is arbitrary for the mixed (homogeneous) state. Hence the derivative of f with respect to κ1

vanishes, and when we invert the Jacobian we thus have to exclude the column corresponding to
κ1 and the row corresponding to f c3 . With this modification, which appears in several places in the
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algorithm, we can run the code with a fixed (arbitrary) value of κ1. To prevent overestimation we
simply set ωκ1

= 0, and in AF we set the column corresponding to κ1 and the row corresponding
to f3

c to 0. The starting point at µ = 0 for the mixed-spots solution curve is given by the same
formulas as in Section B.7, but with β0 = 37/30 and â1 = 0.

A Analytic details of the estimates

We will write v = (vβ , vµ, vκ1
, vκ2

, va, vb) and w = (wβ , wµ, wκ1
, wκ2

, wa, wb) throughout. In the
notation for the first and second derivatives we use, in the convolution terms, the symmetry
conventions for the variation v and w: va−k = vak and vb±m1,±m2

= vbm1,m2
. Moreover, since no

variations occur in the average, va0 = 0 and vb0 = 0.

A.1 The first derivative

The derivative of f c1 is the only one depending on s explicitly:

Df c1v =
(
v, δ(s)

)
F

=
(
v, δ + sδ

)
F
.

Next, we compute

Df c2v = vβκ1

∑
k∈Z0

k−2a2
k + 1

2vµ
[
〈a4〉0 − 1

]
+ vκ1

∑
k∈Z0

(−κ−2
1 k2 + βk−2)a2

k

+ 2
∑
k∈Z0

(κ−1
1 k2 − 1 + κ1βk

−2)akv
a
k + 2µ〈a3va〉0

−

{
vβκ2

∑
m∈Z2

0

m−2b2m + 1
2vµ
[
〈b4〉0 − 1

]
+ vκ2

∑
m∈Z2

0

(−κ−2
2 m2 + βm−2)b2m

+ 2
∑
m∈Z2

0

(κ−1
2 m2 − 1 + κ2βm−2)bmv

b
m + 2µ〈b3vb〉0

}
,

and

Df c3v = −[vβκ
2
1 + 2vκ1κ1β]

∑
k∈Z0

k−2a2
k + 2

∑
k∈Z0

(k2 − κ2
1βk

−2)akv
a
k ,

Df c4v = −[vβκ
2
2 + 2vκ2

κ2β]
∑
m∈Z2

0

m−2b2m + 2
∑
m∈Z2

0

(m2 − κ2
2βm−2)bmv

b
m.

Finally

Dfak v = (vβκ
2
1 + 2vκ1κ1β − vκ1k

2)ak + (k4 − κ1k
2 + κ2

1β)vak

+ (vµκ1 + vκ1
µ)k2〈a3〉k + 3κ1µk

2〈a2va〉k,
Df bmv = (vβκ

2
2 + 2vκ2

κ2β − vκ2
m2)bm + (m4 − κ2m

2 + κ2
2β)vbm

+ (vµκ2 + vκ2
µ)m2〈b3〉m + 3κ2µm2〈b2vb〉m.

A.2 The second derivative

We shall need the formulas for the second derivative, which we denote by (the symmetric bilinear
form)

D2f = D2f(x)(v, w) = D(Df(x)v)w. (A.1)

Then, since f c1 is linear,
D2f c1 = 0.
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This also means that D2f does not depend on s explicitly, hence D2f(x; s) = D2f(x). Next up is

D2f c2 = 2(vβκ1 + vκ1
β)
∑
k∈Z0

k−2akw
a
k + 2(wβκ1 + wκ1

β)
∑
k∈Z0

k−2akv
a
k

− 2vκ1κ
−2
1

∑
k∈Z0

k2akw
a
k − 2wκ1κ

−2
1

∑
k∈Z0

k2akv
a
k

+ 2vκ1
wκ1

κ−3
1

∑
k∈Z0

k2a2
k + (vβwκ1

+ vκ1
wβ)

∑
k∈Z0

k−2a2
k

+ 2
∑
k∈Z0

(κ−1
1 k2 − 1 + κ1βk

−2)vakw
a
k

+ 2vµ〈a3wa〉0 + 2wµ〈a3va〉0 + 6µ〈a2wava〉0

−

{
2(vβκ2 + vκ2

β)
∑
m∈Z2

0

m−2bmw
b
m + 2(wβκ2 + wκ2

β)
∑
m∈Z2

0

m−2bmv
b
m

− 2vκ2
κ−2

2

∑
m∈Z2

0

m2bmw
b
m − 2wκ2

κ−2
2

∑
m∈Z2

0

m2bmv
b
m

+ 2vκ2wκ2κ
−3
2

∑
m∈Z2

0

m2b2m + (vβwκ2 + vκ2wβ)
∑
m∈Z2

0

m−2b2m

+ 2
∑
m∈Z2

0

(κ−1
2 m2 − 1 + κ2βm−2)vbmw

b
m

+ 2vµ〈b3wb〉0 + 2wµ〈b3vb〉0 + 6µ〈b2wbvb〉0

}
.

Furthermore

D2f c3 = −[2vβκ
2
1 + 4vκ1κ1β]

∑
k∈Z0

k−2akw
a
k − [2wβκ

2
1 + 4wκ1κ1β]

∑
k∈Z0

k−2akv
a
k

− 2[(vβwκ1
+ vκ1

wβ)κ1 + vκ1
wκ1

β]
∑
k∈Z0

k−2a2
k + 2

∑
k∈Z0

(k2 − κ2
1βk

−2)vakw
a
k ,

D2f c4 = −[2vβκ
2
2 + 4vκ2

κ2β]
∑
m∈Z2

0

m−2bmw
b
m − [2wβκ

2
2 + 4wκ2

κ2β]
∑
m∈Z2

0

m−2bmv
b
m

− 2[(vβwκ2 + vκ2wβ)κ2 + vκ2wκ2β]
∑
m∈Z2

0

m−2b2m + 2
∑
m∈Z2

0

(m2 − κ2
2βm−2)vbmw

b
m,

and

D2fak = (vβκ
2
1 + 2vκ1

κ1β − vκ1
k2)wak + (wβκ

2
1 + 2wκ1

κ1β − wκ1
k2)vak

+ 2[(vβwκ1
+ vκ1

wβ)κ1 + vκ1
wκ1

β]ak

+ 3(vκ1
µ+ vµκ1)k2〈a2wa〉k + 3(wκ1

µ+ wµκ1)k2〈a2va〉k
+ [vµwκ1 + vκ1wµ]k2〈a3〉k + 6κ1µk

2〈awava〉k,
D2f bm = (vβκ

2
2 + 2vκ2

κ2β − vκ2
k2)wbm + (wβκ

2
2 + 2wκ2

κ2β − wκ2
k2)vbm

+ 2[(vβwκ2
+ vκ2

wβ)κ2 + vκ2
wκ2

β]bm

+ 3(vκ2
µ+ vµκ2)m2〈b2wb〉m + 3(wκ2

µ+ wµκ2)m2〈b2vb〉m
+ [vµwκ2

+ vκ2
wµ]m2〈b3〉m + 6κ2µm2〈bwbvb〉m.

A.3 Estimates for O

To estimate the term [I − AJ ]v in (7.7), we introduce the following notation: for any (k′,m′) in
the index set

IF
def
= {(k,m) ∈ N0 × N2

0 : 1 ≤ k ≤ K, 1 ≤ m∞ ≤M}, (A.2)
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we define ψk′,m′ ∈ XF
∼= RNF to have all its components equal to 0 except for the six positive

components

πcnψk′,m′ = ωc,n for n = 1, 2, 3, 4

πakψk′,m′ = ωaξ
−k
1 for k = k′

πbmψk′,m′ = ωbξ
−|m|
2 for m = m′.

By the characterization of the dual space, we obtain “componentwise” estimates

sup
v∈B
|πcn([I −AFJF ]vF )| ≤ max

(k,m)∈IF
πcn(|[I −AFJF ]| · ψk,m)

def
= Ocn, (A.3a)

sup
v∈B
‖πa([I −AFJF ]vF )‖1 ≤ max

(k,m)∈IF
‖πa(|[I −AFJF ]| · ψk,m)‖1

def
= Oa, (A.3b)

sup
v∈B
‖πb([I −AFJF ]vF )‖2 ≤ max

(k,m)∈IF
‖πb(|[I −AFJF ]| · ψk,m)‖2

def
= Ob. (A.3c)

By exploiting linearity, these maxima are computed efficiently as follows. Let M0 be the matrix of
absolute values |INF

−AFJF |. Let M1 be the diagonal NF ×NF matrix such that

πcn(M1vF ) = πcnvF

πak(M1vF ) = ξ−k1 πakvF

πbm(M1vF ) = ξ
−|m|
2 πbmvF .

Let M2 be the 6×NF matrix given by

(M2vF )n = πcnvF for n = 1, 2, 3, 4

(M2vF )5 =
∑

1≤k≤K

ξk1π
a
kvF

(M2vF )6 =
∑

1≤m∞≤M

ξ
|m|
2 πbmvF .

Let M3 = M2M0M1 and decompose it as M3vF = Ma
3 π

avF +M b
3π

bvF +M c
3π

cvF . Let M4 be the
6× 6 matrix given by, for each j = 1, . . . , 6,

(M4)jn = (M c
3 )jn for n = 1, . . . , 4

(M4)j5 = max
1≤k≤K

(Ma
3 )jk

(M4)j6 = max
1≤m∞≤M

(M b
3)jm.

Then we find for the maxima in (A.3)
Oc1
Oc2
Oc3
Oc4
Oa

Ob

 = M4


ωc,1
ωc,2
ωc,3
ωc,4
ωa
ωb

 .

A.4 Estimates for P

The first tail-term estimate for the bounds Z is to find a bound on the linear term (in r):

P̄
def
= [Df(x; 0)− J ]v,

which for the finite part gives

P̄F = DfF (x; 0)v −DfF (x; 0)v0
F = DfF (x; 0)v0

∞
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term constant value of constant

〈a3ya0
∞ 〉0 C1

a ‖〈a3〉0∞‖∗1 = max{|〈a3〉k′ |ξ−k
′

1 : K + 1 ≤ k′ ≤ 3K}
〈b3yb0∞〉0 C1

b ‖〈b3〉0∞‖∗2 = max{|〈b3〉m′ |ξ−|m
′|

2 : m′ ∈ N2,M + 1 ≤ |m′| ≤ 3M}
〈a2ya0

∞ 〉k C2
a,k ‖(σk〈a2〉)0

∞‖∗s1

〈b2yb0∞〉m C2
b,m ‖(σm〈b

2〉)0
∞‖∗s2

‖〈a2ya〉0∞‖1 C3
a ‖〈a2〉‖1

‖〈b2yb〉0∞‖2 C3
b ‖〈b2〉‖2

‖( k
2

λa
k
〈a3〉k)0

∞‖1 C4
a

∑
K+1≤|k′|≤3K

k′2

λa
k′
|〈a3〉k′ |ξ|k

′|
1 = 2

∑
K+1≤k′≤3K

k′2

λa
k′
|〈a3〉k′ |ξk

′

1

‖(m2

λb
m
〈b3〉m)0

∞‖2 C4
b

∑
M+1≤|m′|≤3M

m′2

λb
m′
|〈b3〉m′ |ξ|m

′|
2

Table A.1: Constants C used in the expressions for the estimates P . On each row, the term in the
left column is estimated by the expression in the right column, which is computable and defines
the constant in the middle column. Here we have assumed that ya ∈ X0

1 with ‖ya‖1 ≤ 1 and
yb ∈ X0

2 with ‖yb‖2 ≤ 1. The constants C2
a,k and C2

b,m are needed for (k,m) in the finite index
set IF , see (A.2), only.

and for the infinite part gives
P̄∞ = Df∞(x; 0)v − Λv∞.

Both of these expressions now only involve the convolution terms (〈a3〉k and 〈a4〉0, etc.) since the
linear terms cancel due to the choice of Λ, and the quadratic terms (in the finite part) vanish. Let
us be explicit:

P̄ c1 = 0

P̄ c2 = 2µ(〈a3va0
∞ 〉0 − 〈b

3
vb0∞〉0)

P̄ c3 = 0

P̄ c4 = 0

P̄ ak = 3κ1µk
2〈a2va0

∞ 〉k 1 ≤ k ≤ K
P̄ ak = (vκ1

µ+ vµκ1)k2〈a3〉k + 3κ1µk
2〈a2va〉k K < k ≤ 3K

P̄ ak = 3κ1µk
2〈a2va〉k k > 3K

P̄ bm = 3κ2µm2〈b2vb0∞〉m 1 ≤ m∞ ≤M

P̄ bm = (vκ2
µ+ vµκ2)m2〈b3〉m + 3κ2µm2〈b2vb〉m M < m∞ ≤ 3M

P̄ bm = 3κ2µm2〈b2vb〉m m∞ > 3M.

Note that in the finite part v0
∞ appears, whereas in the infinite part the full v appears. The

convolutions are all finite sums; for the finite part they involve intermediate values (K < k ≤ 3K
and M < m∞ ≤ 3M) of v∞ only.

The estimates for the convolution terms are based on Remark 4.1, and they are summarized
in Table A.1. Obviously, all estimates are linear in ‖ya‖1 and ‖yb‖2, hence it is straightforward to
incorporate the fact that ‖va‖1 ≤ ωa and ‖vb‖2 ≤ ωb for v ∈ B.

Before we can write down the tail estimate for P̄ , we introduce

LaK
def
=

1

(K + 1)4 − κ1(K + 1)2 + κ2
1β
,

LbM
def
=

1

(M + 1)4 − κ2(M + 1)2 + κ2
2β
,

which is used in the following elementary lemma.
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Lemma A.1. Let

G(β)
def
=

{
1
2 +

(
1
4 − β

)1/2
for 0 < β < 1

4

β
1/2

for β ≥ 1
4 .

(A.4)

Assume that
(K + 1)2 ≥ κ1G(β) and (M + 1)2 ≥ κ2G(β). (A.5)

Then for any c1, c2 ≥ 0

c1 + c2k
2

λak
≤ [c1 + c2(K + 1)2]LaK for all k ≥ K + 1

c1 + c2m
2

λbm
≤ [c1 + c2(M + 1)2]LbM for all m∞ ≥M + 1.

Provided (A.5) holds, this leads to the estimates

P cn = 0 n = 1, 3, 4

P c2 = 2µ
[
ωaC1

a + ωbC1
b

]
P ak = 3κ1µk

2ωaC2
a,k 1 ≤ k ≤ K

P a∞ = [µωκ1
+ κ1ωµ]C4

a + 3κ1µ(K + 1)2LKa ωaC3
a

P bm = 3κ2µm2ωbC2
b,m 1 ≤ m∞ ≤M

P b∞ = [µωκ2
+ κ2ωµ]C4

b + 3κ2µ(M + 1)2LMb ωbC3
b .

A.5 Additional convolution estimates

Before we proceed with the estimates for Q̄ and R̄, we derive additional convolution estimates
based on Remark 4.1 and (4.2). To compute the bounds Di, E i, F i, Gi and Hi in Tables A.2, A.3
and A.4, we perform interval computations using

ηβ = [β − β, β + β]

ηµ = [µ− µ, µ+ µ]

ηκ1
= [κ1 − κ1, κ1 + κ1]

ηκ2
= [κ2 − κ2, κ2 + κ2]

ηak = [ak − ak, ak + ak] for 1 ≤ k ≤ K
ηbm = [bm − bm, bm + bm] for 1 ≤ m∞ ≤M.

When calculating with ηa and ηb, one needs to use

ηa0 = 1 and ηak = 0 for k ≥ K + 1,

ηb0 = 1 and ηbm = 0 for m∞ ≥M + 1.

Remark A.1. In the bounds D2, E2 and F2 we use the weaker estimate (4.4) from Remark 4.1(iii)
to reduce the computation time, which amply compensates the slightly smaller stepsize resulting
from the larger constants. We note that in the bound C2 we use the sharper, computationally more
expensive, estimate from Remark 4.1(ii), since the need for small P ak and P bm easily outweighs the
longer computation.

Remark A.2. There is an opportunity to battle the adverse influence of the wrapping effect in
the interval arithmetic. Namely, since we are merely after estimates that are uniform in the
continuation parameter (not the variable) s, one may replace the constants E2, E3 F2, F3, H1

and H2, which are all in essence norms of linear interpolations in the parameter s, by variants
where the evaluation is in the endpoints of the interval only, e.g. for E3

a :

‖〈ηaa〉‖1 → max
{
‖〈(a− a)a〉‖1, ‖〈(a+ a)a〉‖1

}
.

However, for clarity of exposition and code, we did not pursue that line here.
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term constant value
〈(ηa)3ya〉0 D1

a ‖〈(ηa)3〉‖∗01

〈(ηb)3yb〉0 D1
b ‖〈(ηb)3〉‖∗02

〈(ηa)2ya〉k D2
a,k ‖〈(ηa)2〉‖1ξ−k1

〈(ηb)2yb〉m D2
b,m ‖〈(ηb)2〉‖2ξ−|m|2

‖〈(ηa)2ya〉0∞‖1 D3
a ‖〈(ηa)2〉‖1

‖〈(ηb)2yb〉0∞‖2 D3
b ‖〈(ηb)2〉‖2∑

k∈Z0

k−2ηaky
a
k D4

a ‖(k−2ηak)‖∗01∑
m∈Z2

0

m−2ηbmy
b
m D4

b ‖(m−2ηbm)‖∗02∑
k∈Z0

k2ηaky
a
k D5

a ‖(k2ηak)‖∗01∑
m∈Z2

0

m2ηbmy
b
m D5

b ‖(m2ηbm)‖∗02

term constant value
〈(ηa)2aya〉0 E1

a ‖〈(ηa)2a〉‖∗01

〈(ηb)2byb〉0 E1
b ‖〈(ηb)2b〉‖∗02

〈ηaaya〉k E2
a,k ‖〈ηaa〉‖1ξ−k1

〈ηbbyb〉m E2
b,m ‖〈ηbb〉‖2ξ−|m|2

‖〈ηaaya〉0∞‖1 E3
a ‖〈ηaa〉‖1

‖〈ηbbyb〉0∞‖2 E3
b ‖〈ηbb〉‖2∑

k∈Z0

k−2aky
a
k E4

a ‖(k−2ak)‖∗01∑
m∈Z2

0

m−2bmy
b
m E4

b ‖(m−2bm)‖∗02∑
k∈Z0

k2aky
a
k E5

a ‖(k2ak)‖∗01∑
m∈Z2

0

m2bmy
b
m E5

b ‖(m2bm)‖∗02∑
k∈Z0

aky
a
k E6

a ‖a‖∗01∑
m∈Z2

0

bmy
b
m E6

b ‖b‖∗02

Table A.2: Constants D and E used in the expressions for the estimates Q and R. On each row,
the term in the left column is estimated by the expression in the right column, which is computable
via a finite interval arithmetic computation and defines the constant in the middle column. The
intervals involved are ηa = [a− a, a+ a] and ηb = [b− b, b+ b]. In the estimates we have assumed
that ya ∈ X0

1 with ‖ya‖1 ≤ 1 and yb ∈ X0
2 with ‖yb‖2 ≤ 1. All the estimates in this table are

linear in the norm of ya and yb.

term constant value
〈(ηa)2yaỹa〉0 F1

a ‖〈(ηa)2〉‖∗1
〈(ηb)2ybỹb〉0 F1

b ‖〈(ηb)2〉‖∗2
〈ηayaỹa〉k F2

a,k ‖ηa‖1ξ−k1

〈ηbybỹb〉m F2
b,m ‖ηb‖2ξ−|m|2

‖〈ηayaỹa〉0∞‖1 F3
a ‖ηa‖1

‖〈ηbybỹb〉0∞‖2 F3
b ‖ηb‖2

Table A.3: Constants F used in the expressions for the estimates R. In the estimates we have
assumed that ‖ya‖1, ‖ỹa‖1 ≤ 1 and ‖yb‖2, ‖ỹb‖2 ≤ 1. The estimates in this table are quadratic in
the variations y and ỹ, and once again exploit the characterization of the dual space in Section 4.
See the caption of Table A.2 for additional information.
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constant value

G1
a

∑
1≤|k|≤K

k−2(ηak)2

G1
b

∑
1≤m∞≤M

m−2(ηbm)2

G2
a

∑
1≤|k|≤K

k2(ηak)2

G2
b

∑
1≤m∞≤M

m2(ηbm)2

G3
a,k

∣∣〈(ηa)3〉k
∣∣

G3
b,m

∣∣〈(ηb)3〉m
∣∣

G4
a ‖〈(ηa)3〉0∞‖1
G4
b ‖〈(ηb)3〉0∞‖2

constant value

H1
a

∣∣ ∑
1≤|k|≤K

k−2ηakak
∣∣

H1
b

∣∣ ∑
1≤m∞≤M

m−2ηbmbm
∣∣

H2
a

∣∣ ∑
1≤|k|≤K

k2ηakak
∣∣

H2
b

∣∣ ∑
1≤m∞≤M

m2ηbmbm
∣∣

H3
a,k |〈(ηa)2a〉k|
H3
b,m |〈(ηb)2b〉m|
H4
a ‖〈(ηa)2a〉0∞‖1
H4
b ‖〈(ηb)2b〉0∞‖2
H5
a |〈(ηa)3a〉0|
H5
b |〈(ηb)3b〉0|

Table A.4: Constants G and H used in the expressions for the estimates Q and R. The constants
should be interpreted as upper bounds, computed using interval arithmetic, for the corresponding
expressions appearing in the second column. The intervals involved are given by ηa = [a−a, a+a]
and ηb = [b− b, b+ b].

A.6 Estimates for Q

These terms vanish for the non-continuation case x = 0. since they are the coefficients of the rs
term. For the first component we obtain, with the notation from Section A.3,

Qc1 = max
(k,m)∈IF

(ψk,m, |δ|)

=

4∑
n=1

ωc,nπ
c
n|δ|+ ωa max

1≤k≤K
ξ−k1 πak |δ|+ ωb max

1≤m∞≤M
ξ
−|m|
2 πbm|δ|. (A.6)

For the other components we need to estimate the second derivative of f . We start with

Qc2 = 2(ωβηκ1 + ωκ1ηβ)H1
a + 2|βηκ1 + κ1ηβ |ωaD4

a

+ 2ωκ1
η−2
κ1
H2
a + 2|κ1|η−2

κ1
ωaD5

a

+ 2ωκ1 |κ1|η−3
κ1
G2
a + (ωβ |κ1|+ ωκ1 |β|)G1

a

+ 2ωa
{
η−1
κ1
E5
a + E6

a + ηκ1
ηβE4

a

}
+ 2|µ|ωaD1

a + 2ωµH5
a + 6ηµωaE1

a

+ 2(ωβηκ2 + ωκ2ηβ)H1
b + 2|βηκ2 + κ2ηβ |ωbD4

b

+ 2ωκ2
η−2
κ2
H2
b + 2|κ2|η−2

κ2
ωbD5

b

+ 2ωκ2 |κ2|η−3
κ2
G2
b + (ωβ |κ2|+ ωκ2 |β|)G1

b

+ 2ωb
{
η−1
κ2
E5
b + E6

b + ηκ2
ηβE4

b

}
+ 2|µ|ωbD1

b + 2ωµH5
b + 6ηµωbE1

b .

Also

Qc3 = [2ωβη
2
κ1

+ 4ωκ1
ηκ1

ηβ ]H1
a + |2βη2

κ1
+ 4κ1ηκ1

ηβ |ωaD4
a

+ 2[(ωβ |κ1|+ ωκ1
|β|)ηκ1

+ ωκ1
|κ1|ηβ ]G1

a + 2ωa
{
E5
a + η2

κ1
ηβE4

a

}
,

36



and

Qc4 = [2ωβη
2
κ2

+ 4ωκ2ηκ2ηβ ]H1
b + |2βη2

κ2
+ 4κ2ηκ2ηβ |ωbD4

b

+ 2[(ωβ |κ2|+ ωκ2
|β|)ηκ2

+ ωκ2
|κ2|ηβ ]G1

b + 2ωb
{
E5
b + η2

κ2
ηβE4

b

}
.

Furthermore for 1 ≤ k ≤ K

Qak = (ωβη
2
κ1

+ 2ωκ1
ηκ1

ηβ + ωκ1
k2)|ak|+ |βη2

κ1
+ 2κ1ηκ1

ηβ − κ1k
2|ωaξ−k1

+ 2[(ωβ |κ1|+ ωκ1 |β|)ηκ1 + ωκ1 |κ1|ηβ ]|ηak |
+ 3|κ1ηµ + µηκ1

|k2ωaD2
a,k + 3(ωκ1

ηµ + ωµηκ1
)k2H3

a,k

+ [ωµ|κ1|+ ωκ1
|µ|]k2G3

a,k + 6ηκ1
ηµk

2ωaE2
a,k.

For k ≥ K + 1 we split into terms with and without k2 and define

Γa0 = ωa|βη2
κ1

+ 2κ1ηκ1
ηβ |

Γa1 = ωa|κ1|+ 3|κ1ηµ + µηκ1 |ωaD3
a + 3[ωκ1ηµ + ωµηκ1 ]H4

a

+ [ωµ|κ1|+ ωκ1
|µ|]G4

a + 6ηκ1
ηµωaE3

a ,

so that, incorporating the division by λak, we find from Lemma A.1 that

Qa∞ = [Γa0 + Γa1(K + 1)2]LaK ,

where and we have assumed, as before, that (K + 1)2 ≥ κ1G(β).
Finally, for 1 ≤ m∞ ≤M

Qbm = (ωβη
2
κ2

+ 2ωκ2
ηκ2

ηβ + ωκ2
m2)|bm|+ |βη2

κ2
+ 2κ2ηκ2

ηβ − κ2m
2|ωbξ−|m|2

+ 2[(ωβ |κ2|+ ωκ2 |β|)ηκ2 + ωκ2 |κ2|ηβ ]|ηbm|,
+ 3|κ2ηµ + µηκ2

|m2ωbD2
b,m + 3(ωκ2

ηµ + ωµηκ2
)m2H3

b,m

+ [ωµ|κ2|+ ωκ2
|µ|]m2G3

b,m + 6ηκ2
ηµm2ωbE2

b,m,

and in the tail we set

Γb0 = ωb|βη2
κ2

+ 2κ2ηκ2ηβ |
Γb1 = ωb|κ2|+ 3|κ2ηµ + µηκ2 |ωbD3

b + [ωκ2ηµ + ωµηκ2 ]H4
b

+ [ωµ|κ2|+ ωκ2
|µ|]G4

b + 6ηκ2
ηµωbE3

b ,

so that
Qb∞ = [Γb0 + Γb1(M + 1)2]Lbm,

where have assumed, once again, that (M + 1)2 ≥ κ2G(β).

Remark A.3. As already remarked upon in Remark 7.3, there is an opportunity to combat the
overestimation that results from using the triangle inequality “too early”, which, among others, leads
to multiplication by |AF |. Namely, one may exploit linearity to carry through the multiplication by
AF first, collecting terms that are linear in the components of v, and only use the triangle inequality
afterwards. Moreover, it is possible to exploit the characterization of the dual to estimate the terms
that are linear in va in vb by extending the construction of Section A.3 to the much more complex
context of these estimates Q. We did not explore either of these possibilities.

A.7 Estimates for R

Our goal in this section is to find an explicit estimates

max
η∈[x−x,x+x],v,w∈B

1

r∗

∣∣∣∣∫ r∗

0

D2f(η + rw)(v, w)dr

∣∣∣∣ ≤ R.
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For each term, say g, appearing in f we will find explicit constants Ug0 and Ug1 .

max
η∈[x−x,x+x],v,w∈B

|D2g(η + rw)(v, w)| ≤ Ug0 + rUg1 , for all r ∈ [0, r∗], (A.7)

which then contributes Ug0 + 1
2r∗U

g
1 to the corresponding component of R. We note that for many

of the terms we will just put Ug1 = 0 at the cost of cruder estimate Ug0 , but for the convolution
terms we use the slightly more refined splitting in (A.7). To give an example:∣∣〈(ηa + rỹa)3ya〉0

∣∣ ≤ |〈(ηa)3ya〉0|+ 3r(‖ηa‖1 + r)2

for all ‖ya‖1, ‖ỹa‖1 ≤ 1.
As discussed before,

Rc1 = 0.

To estimate the nonzero components of the second derivative we will perform computer-assisted
evaluation using interval arithmetic. In particular, we will compute with intervals (for fixed r∗)

ζβ =
∣∣[β − β, β + β] + [−1, 1]ωβr∗

∣∣
ζµ =

∣∣[µ− µ, µ+ µ] + [−1, 1]ωµr∗
∣∣

ζκ1
=
∣∣[κ1 − κ1, κ1 + κ1] + [−1, 1]ωκ1

r∗
∣∣

ζκ2
=
∣∣[κ2 − κ2, κ2 + κ2] + [−1, 1]ωκ2

r∗
∣∣.

Taking absolute values above is somewhat superfluous, since r∗ is small and all values β, µ, κ1 and
κ1 are positive (but µ may be quite small). We have chosen to incorporated the absolute values
directly in these expressions for ζ, rather than putting absolute values in the formulas below. This
does not make a difference in the present situation (in general one may suffer a loss of possible
cancellations), since the estimates below are term by term anyway (in contrast, in the limit problem
in Section B.5 we proceed a bit more prudently).

The intervals ηak = [ak−ak, ak+ak] and ηbm = [bm−bm, bm+bm] are as before (see Section A.5).
We write

ra∗ = r∗ωa and rb∗ = r∗ωb.

Additionally, we derive directly from the dual space formulation∑
k∈Z0

yak ỹ
a
k ≤ ξ

−2
1∑

m∈Z2
0
ybmỹ

b
m ≤ ξ−2

2∑
k∈Z0

k−2yak ỹ
a
k ≤ ξ

−2
1∑

m∈Z2
0
m−2ybmỹ

b
m ≤ ξ−2

2∑
k∈Z0

k2yak ỹ
a
k ≤ `1(ξ1)∑

m∈Z2
0
m2ybmỹ

b
m ≤ `2(ξ2),

for all ya, ỹa ∈ X0
1 with ‖ya‖1, ‖ỹa‖1 ≤ 1, and yb, ỹb ∈ X0

2 with ‖yb‖2, ‖ỹb‖2 ≤ 1, where

`1(ξ)
def
=

{
(e log ξ)−2 if ξ < e
ξ−2 if ξ ≥ e and `2(ξ)

def
=

{
4(e log ξ)−2 if ξ < e
4ξ−2 if ξ ≥ e. (A.8)

Remark A.4. The multiplicative factor 4 in `2 in (A.8) is for the norm |m| ≡ max{|m1|, |m2|}
in the decay rates for the ‖ · ‖2 in (4.1). If one uses |m| ≡ |m1|+ |m2| instead, this factor is 3.
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Using estimates similar to the ones involved in P and Q, we find

Rc2 = ωa

{
2(ωβζκ1 + ωκ1ζβ)

[
2D4

a + ra∗ξ
−2
1

]
+ 2ωκ1ζ

−2
κ1

[
2D5

a + ra∗`(ξ1)
]}

+ 2ω2
κ1
ζ−3
κ1

[
G2
a + ra∗(‖ηa‖1 + ra∗)`(ξ1)

]
+ 2ωκ1ωβ

[
G1
a + ra∗(‖ηa‖1 + ra∗)ξ

−2
1

]
+ 2ω2

a

{
ζ−1
κ1
`(ξ1) + ξ−2

1 + ζκ1ζβξ
−2
1

}
+ 2ωµωa

[
2D1

a + 3ra∗(‖ηa‖1 + ra∗)
2
]

+ 6ζµω
2
a

[
F1
a + ra∗(‖ηa‖1 + ra∗)

]
+ ωb

{
2(ωβζκ2

+ ωκ2
ζβ)
[
2D4

b + rb∗ξ
−2
2

]
+ 2ωκ2

ζ−2
κ2

[
2D5

b + rb∗`(ξ2)
]}

+ 2ω2
κ2
ζ−3
κ2

[
G2
b + rb∗(‖ηb‖2 + rb∗)`(ξ2)

]
+ 2ωκ2

ωβ
[
G1
b + rb∗(‖ηb‖2 + rb∗)ξ

−2
2

]
+ 2ω2

b

{
ζ−1
κ2
`(ξ2) + ξ−2

2 + ζκ2
ζβξ
−2
2

}
+ 2ωµωb

[
2D1

b + 3rb∗(‖ηb‖2 + rb∗)
2
]

+ 6ζµω
2
b

[
F1
b + rb∗(‖ηb‖2 + rb∗)

]
.

We note that the expression in the (complicated) righthand side is an interval and we interpret
the above expression to mean that Rc2 is an upper bound for this interval.

Also

Rc3 = ωa
[
2ωβζ

2
κ1

+ 4ωκ1
ζκ1

ζβ
] [

2D4
a + ra∗ξ

−2
1

]
+
[
4ωβωκ1

ζκ1
+ 2ω2

κ1
ζβ
] [
G1
a + ra∗(‖ηa‖1 + ra∗)ξ

−2
1

]
+ 2ω2

a

{
`(ξ1) + ζ2

κ1
ζβξ
−2
1

}
,

and

Rc4 = ωb
[
2ωβζ

2
κ2

+ 4ωκ2
ζκ2

ζβ
] [

2D4
b + rb∗ξ

−2
2

]
+
[
4ωβωκ2

ζκ2
+ 2ω2

κ2
ζβ
] [
G1
b + rb∗(‖ηb‖2 + rb∗)ξ

−2
2

]
+ 2ω2

b

{
`(ξ2) + 2ζ2

κ2
ζβξ
−2
2

}
.

Furthermore, for 1 ≤ k ≤ K:

Rak = 2ωaξ
−k
1

[
ωβζ

2
κ1

+ 2ωκ1
ζκ1

ζβ + ωκ1
k2
]

+
[
2ωβωκ1ζκ1 + ω2

κ1
ζβ
] [

2|ηak |+ ra∗ξ
−k
1 ]
]

+ 6ωak
2 [ωκ1

ζµ + ωµζκ1
]
[
D2
a,k + ra∗(‖ηa‖1 + ra∗)ξ

−k
1

]
+ k2ωµωκ1

[
2G3

a,k + 3ra∗(‖ηa‖1 + ra∗)
2ξ−k1

]
+ 3ζκ1ζµω

2
ak

2
[
2F2

a,k + ra∗ξ
−k
1

]
.

In the tails (k ≥ K + 1), we split in terms with and without k2. We set

∆a
0 = 2ωa

[
ωβζ

2
κ1

+ 2ωκ1ζκ1ζβ
]

+ ra∗
[
2ωβωκ1ζκ1 + ω2

κ1
ζβ
]

∆a
1 = 2ωaωκ1

+ 6ωa [ωκ1
ζµ + ωµζκ1

]
[
D3
a + ra∗(‖ηa‖1 + ra∗)

]
+ ωµωκ1

[
G4
a + 3ra∗(‖ηa‖1 + ra∗)

2
]

+ 3ζκ1ζµω
2
a

[
2F3

a + ra∗
]
,

and we obtain (analogous to Section A.6)

Ra∞
def
= [∆a

0 + ∆a
1(K + 1)2]LaK ,

where we have assumed, as before, that (K + 1)2 ≥ κ1G(β).
Similarly, for 1 ≤ m∞ ≤M

Rbm = 2ωbξ
−|m|
2

[
ωβζ

2
κ2

+ 2ωκ2
ζκ2

ζβ + ωκ2
m2
]

+
[
2ωβωκ2

ζκ2
+ ω2

κ2
ζβ
] [

2|ηbm|+ rb∗ξ
−|m|
2

]
+ 6ωbm

2 [ωκ2
ζµ + ωµζκ2

]
[
D2
b,m + rb∗(‖ηb‖2 + rb∗)ξ

−|m|
2

]
+ m2ωµωκ2

[
2G3

b,m + 3rb∗(‖ηb‖2 + rb∗)
2ξ
−|m|
2

]
+ 3ζκ2

ζµω
2
bm

2
[
2F2

b,m + rb∗ξ
−|m|
2

]
.
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Finally,

∆b
0 = 2ωb

[
ωβζ

2
κ2

+ 2ωκ2ζκ2ζβ
]

+ rb∗
[
2ωβωκ2ζκ2 + ω2

κ2
ζβ
]

∆b
1 = 2ωbωκ2

+ 6ωb [ωκ2
ζµ + ωµζκ2

]
[
D3
b + rb∗(‖ηb‖2 + rb∗)

]
+ ωµωκ2

[
G4
b + 3rb∗(‖ηb‖2 + rb∗)

2
]

+ 3ζκ2
ζµω

2
b

[
2F3

b + rb∗
]
,

and
Rb∞

def
= [∆b

0 + ∆b
1(M + 1)2]LbM ,

where we have assumed, as before, that (M + 1)2 ≥ κ2G(β).

B Analytic details for the limit problem

B.1 Splitting of f̃

We write f̃(x;µ) = g(x) + µh(x;µ). For convenience we introduce the notation π̃F (x;µ)
def
=

µ−1[F (x;µ)− F (x; 0)], so that, in particular, π̃f̃ = h. More importantly,

π̃〈a3〉 = 3〈â2ã〉+ 3µ〈âã2〉+ µ2〈ã3〉
π̃〈a4〉 = 4〈â3ã〉+ 6µ〈â2ã2〉+ 4µ2〈âã3〉+ µ3〈ã4〉,

which are used below, and analogous expressions hold for the convolutions of b.
The explicit expressions for the splitting are

gc2
def
= 4β̃â2

1 + 1
2

[
〈â4〉0 − 1

]
−

{
4β̃
[
2b̂21 + b̂22

]
+ 1

2

[
〈b̂4〉0 − 1

]}
gc3

def
= −2

[
κ̃1 + 4β̃

]
â2

1

gc4
def
= −2

[
κ̃2 + 16β̃

] [
2b̂21 + b̂22

]
ga1

def
= 4β̃â1 + 2〈â3〉1

gak
def
=
[
k4 − 2k2 + 1

]
ãk + 2k2〈â3〉k

gbm′
def
= 64β̃b̂m′ + 32〈b̂3〉m′

gbm
def
=
[
m4 − 8m2 + 16

]
b̃m + 8m2〈b̂3〉m

for k ∈ N1, m ∈ N2
1, m′ ∈ {(1, 1), (2, 0)}, and

hc2
def
= 2

[
κ̃1β̃ + 1

4κ
−1
1 κ̃2

1

]
â2

1 +
∑
k∈Z1

[
κ−1

1 k2 − 1 + κ1βk
−2
]
ã2
k + 1

2 π̃〈a
4〉0

−

{
1
2

[
κ̃2β̃ + 1

4κ
−1
2 κ̃2

2

] [
2b̂21 + b̂22

]
+
∑
k∈Z2

1

[
κ−1

2 m2 − 1 + κ2βm−2
]
b̃2m + 1

2 π̃〈b
4〉0

}

hc3
def
= −2

[
(4κ̃1 + µκ̃2

1)β̃ + 1
4 κ̃

2
1

]
â2

1 +
∑
k∈Z1

(
k2 − κ2

1βk
−2
)
ã2
k

hc4
def
= − 1

2

[
(16κ̃2 + µκ̃2

2)β̃ + 1
4 κ̃

2
2

] [
2b̂21 + b̂22

]
+
∑
m∈Z2

1

(
m2 − κ2

2βm−2
)
b̃2m

ha1
def
=
[
(4κ̃1 + µκ̃2

1)β̃ + 1
4 κ̃

2
1

]
â1 + κ̃1〈a3〉1 + 2π̃〈a3〉1

hak
def
=
[
−κ̃1k

2 + κ̃1 + κ2
1β̃ + 1

4µκ̃
2
1

]
ãk + κ̃1k

2〈a3〉k + 2k2π̃〈a3〉k

hbm′
def
=
[
(16κ̃2 + µκ̃2

2)β̃ + 1
4 κ̃

2
2

]
b̂m′ + 4κ̃2〈b3〉m′ + 32π̃〈b3〉m′

hbm
def
=
[
−κ̃2m

2 + 4κ̃2 + κ2
2β̃ + 1

4µκ̃
2
2

]
b̃m + κ̃2m

2〈b3〉m + 8m2π̃〈b3〉m.
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B.2 The first derivative

We use notation as before, in particular va0 = 0 and vb0 = 0, and in addition we write

va = vâ + µvã and vb = vb̂ + µvã.

We compute the derivative of g:

Dgc2v = 4vβ̃ â
2
1 + 8β̃â1v

â
1 + 2〈â3vâ〉0 −

{
4vβ̃

[
2b̂21 + b̂22

]
+ 8β̃

[
2b̂1v

b̂
1 + b̂2v

b̂
2

]
+ 2〈b̂3vb̂〉0

}
Dgc3v = −2

[
vκ̃1

+ 4vβ̃

]
â2

1 − 4
[
κ̃1 + 4β̃

]
â1v

â
1

Dgc4v = −2
[
vκ̃2

+ 16vβ̃

] [
2b̂21 + b̂22

]
− 4

[
κ̃2 + 16β̃

] [
2b̂1v

b̂
1 + b̂2v

b̂
2

]
Dga1v = 4vβ̃ â1 + 4β̃vâ1 + 6〈â2vâ〉1
Dgakv =

[
k4 − 2k2 + 1

]
vãk + 6k2〈â2vâ〉k

Dgbm′v = 64vβ̃ b̂m′ + 64β̃vb̂m′ + 96〈b̂2vb̂〉m′

Dgbmv =
[
m4 − 8m2 + 16

]
vb̃m + 24m2〈b̂2vb̂〉m.
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Next, the derivatives of h are, for k ≥ 2, m ∈ N2
1 and m′ ∈ {(1, 1), (2, 0)},

Dxh
c
2v = 2

[
vκ̃1 β̃ + κ̃1vβ̃ + 1

2κ
−1
1 vκ̃1 κ̃1 − 1

4vκ̃1κ
−2
1 µκ̃2

1

]
â2

1 + [4κ̃1β̃ + κ−1
1 κ̃2

1]â1v
â
1

− vκ̃1
µκ−2

1

∑
k∈Z1

k2ã2
k + µ(vκ̃1

β + vβ̃κ1)
∑
k∈Z1

k−2ã2
k

+ 2
∑
k∈Z1

(κ−1
1 k2 − 1 + κ1βk

−2)ãkv
ã
k + 2π̃〈a3va〉0

−

{
1
2

[
vκ̃2 β̃ + κ̃2vβ̃ + 1

2κ
−1
2 vκ̃2 κ̃2 − 1

4vκ̃2κ
−2
2 µκ̃2

2

]
[2b̂21 + b̂22] + [κ̃2β̃ + 1

4κ
−1
2 κ̃2

2][2b̂1v
b̂
1 + b̂2v

b̂
2]

− vκ̃2
µκ−2

2

∑
m∈Z2

1

m2b̃2m + µ(vκ̃2
β + vβ̃κ2)

∑
m∈Z2

1

m−2b̃2m

+ 2
∑
m∈Z2

1

(κ−1
2 m2 − 1 + κ2βm−2)b̃mv

b̃
m + 2π̃〈b3vb〉0

}
,

Dxh
c
3v = −2[vκ̃1

(4 + 2µκ̃1)β̃ + (4κ̃1 + µκ̃2
1)vβ̃ + 1

2vκ̃1
κ̃1]â2

1 − 4[(4κ̃1 + µκ̃2
1)β̃ + 1

4 κ̃
2
1]â1v

â
1

− µ[vβ̃κ
2
1 + 2vκ̃1κ1β]

∑
k∈Z1

k−2ã2
k + 2

∑
k∈Z1

(k2 − κ2
1βk

−2)ãkv
ã
k ,

Dxh
c
4v = − 1

2 [vκ̃2(16 + 2µκ̃2)β̃ + (16κ̃2 + µκ̃2
2)vβ̃ + 1

2vκ̃2 κ̃2][2b̂21 + b̂22]

− [(16κ̃2 + µκ̃2
2)β̃ + 1

4 κ̃
2
2][2b̂1v

b̂
1 + b̂2v

b̂
2]

− µ[vβ̃κ
2
2 + 2vκ̃2

κ2β]
∑
m∈Z2

1

m−2b̃2m + 2
∑
m∈Z2

1

(m2 − κ2
2βm−2)b̃mv

b̃
m.

Dxh
a
1v = [vκ̃1

(4 + 2µκ̃1)β̃ + (4κ̃1 + µκ̃2
1)vβ̃ + 1

2vκ̃1
κ̃1]â1 + [(4κ̃1 + µκ̃2

1)β̃ + 1
4 κ̃

2
1]vâ

+ vκ̃1〈a3〉1 + 3κ̃1〈a2va〉1 + 6π̃〈a2va〉1,
Dxh

a
kv = [−vκ̃1

k2 + 2vκ̃1
κ1β + κ2

1vβ̃ ]ãk + [−κ̃1k
2 + κ̃1 + κ2

1β̃ + 1
4µκ̃

2
1]vãk

+ vκ̃1
k2〈a3〉k + 3κ̃1k

2〈a2va〉k + 6k2π̃〈a2va〉k,

Dxh
b
m′v = [vκ̃2

(16 + 2µκ̃2)β̃ + (16κ̃2 + µκ̃2
2)vβ̃ + 1

2vκ̃2 κ̃2]b̂m′ + [(16κ̃2 + µκ̃2
2)β̃ + 1

4 κ̃
2
2]vb̂m′

+ 4vκ̃2
〈b3〉m′ + 12κ̃2〈b2vb〉m′ + 96π̃〈b2vb〉m′ ,

Dxh
b
mv = [−vκ̃2

m2 + 2vκ̃2
κ2β + κ2

2vβ̃ ]b̃m + [−κ̃2m
2 + 4κ̃2 + κ2

2β̃ + 1
4µκ̃

2
2]vb̃m

+ vκ̃2
m2〈b3〉m + 3κ̃2m

2〈b2vb〉m + 24m2π̃〈b2vb〉m,

where we have used the identity 2κ1β = (1 + 2µκ1β̃ + 1
2µκ̃1), as well as the shorthand notation

π̃〈a2va〉 = 2〈âãvâ〉+ µ〈ã2vâ〉+ 〈a2vã〉 (B.1a)

π̃〈a3va〉 = 3〈â2ãvâ〉+ 3µ〈âã2vâ〉+ µ2〈ã3vâ〉+ 〈a3vã〉. (B.1b)
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Finally, the derivative of h with respect to µ are

Dµh
c
2 = − 1

2κ
−2
1 κ̃3

1â
2
1 +

∑
k∈Z1

[
−κ−2

1 κ̃1k
2 + (κ̃1β + κ1β̃)k−2

]
ã2
k + 1

2 [6〈â2ã2〉0 + 8µ〈âã3〉0 + 3µ2〈ã4〉0]

−

{
− 1

8κ
−2
2 κ̃3

2

[
2b̂21 + b̂22

]
+
∑
k∈Z2

1

[
−κ−2

2 κ̃2m
2 + (κ̃2β + κ2β̃)m−2

]
b̃2m

+ 1
2 [6〈b̂2b̃2〉0 + 8µ〈b̂b̃3〉0 + 3µ2〈b̃4〉0]

}
Dµh

c
3 = −2κ̃2

1β̃â
2
1 − (2κ̃1κ1β + κ2

1β̃)
∑
k∈Z1

k−2ã2
k

Dµh
c
4 = − 1

2 κ̃
2
2β̃
[
2b̂21 + b̂22

]
− (2κ̃2κ2β + κ2

2β̃)
∑
m∈Z2

1

m−2b̃2m

Dµh
a
1 = κ̃2

1β̃â1 + 3κ̃1[〈â2ã〉1 + 2µ〈âã2〉1 + µ2〈ã3〉1] + 2[3〈âã2〉1 + 2µ〈ã3〉1]

Dµh
a
k = (2κ1κ̃1β̃ + 1

4 κ̃
2
1)ãk + 3κ̃1k

2[〈â2ã〉k + 2µ〈âã2〉k + µ2〈ã3〉k] + 2k2[3〈âã2〉k + 2µ〈ã3〉k]

Dµh
b
m′ = κ̃2

2β̃b̂m′ + 12κ̃2[〈b̂2b̃〉m′ + 2µ〈b̂b̃2〉m′ + µ2〈b̃3〉m′ ] + 32[3〈b̂b̃2〉m′ + 2µ〈b̃3〉m′ ]

Dµh
b
m = (2κ2κ̃2β̃ + 1

4 κ̃
2
2)b̃m + 3κ̃2m

2[〈b̂2b̃〉m + 2µ〈b̂b̃2〉m + µ2〈b̃3〉m] + 8m2[3〈b̂b̃2〉m + 2µ〈b̃3〉m]

B.3 The second derivative

Only the second derivative of g is used, which is quite compact (using the notation (A.1)):

D2gc2 = 8[vβ̃w
â
1 + wβ̃v

â
1 ]â1 + 8β̃wâ1v

â
1 + 6〈â2vâwâ〉0

−

{
8vβ̃

[
2b̂1w

b̂
1 + b̂2w

b̂
2

]
+ 8wβ̃

[
2b̂1v

b̂
1 + b̂2v

b̂
2

]
+ 8β̃

[
2wb̂1v

b̂
1 + wb̂2v

b̂
2

]
+ 6〈b̂2vb̂wb̂〉0

}
D2gc3 = −4

[
vκ̃1 + 4vβ̃

]
â1w

â
1 − 4

[
wκ̃1 + 4wβ̃

]
â1v

â
1 − 4

[
κ̃1 + 4β̃

]
vâ1w

â
1

D2gc4 = −4
[
vκ̃2 + 16vβ̃

] [
2b̂1w

b̂
1 + b̂2w

b̂
2

]
− 4

[
wκ̃2 + 16wβ̃

] [
2b̂1v

b̂
1 + b̂2v

b̂
2

]
− 4

[
κ̃2 + 16β̃

] [
2vb̂1w

b̂
1 + vb̂2w

b̂
2

]
D2ga1 = 4vβ̃w

â
1 + 4wβ̃v

â
1 + 12〈âvâwâ〉1

D2gak = 12k2〈âvâwâ〉k
D2gbm′ = 64vβ̃w

b̂
m′ + 64wβ̃v

b̂
m′ + 192〈b̂vb̂wb̂〉m′

D2gbm = 48m2〈b̂vb̂wb̂〉m

We note that D2gak = 0 for k > 3 and D2gbm = 0 for m∞ > 6.
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B.4 Estimates for Q

We define intervals η
def
= [x, x + µ∗x] with the appropriate symmetry in the components of ηâ, ηb̂,

ηã and ηb̃. With δâ and δb̂ defined in (8.3), we find the estimates

Qc2 = 8ωβ̃ |â1||ηâ1 |+ 8ωâ

∣∣∣β̃ηâ1 + ηβ̃ â1

∣∣∣+ 6ωâ〈|〈(ηâ)2â〉|δâ〉0

+

{
8ωβ̃

∣∣∣2ηb̂1b̂1 + ηb̂2b̂2

∣∣∣+ 8ωb̂

(
2
∣∣∣β̃ηb̂1 + ηβ̃ b̂1

∣∣∣+
∣∣∣β̃ηb̂2 + ηβ̃ b̂2

∣∣∣)+ 6ωb̂〈|〈(η
b̂)2b̂〉|δb̂〉0

}
Qc3 = 4

[
ωκ̃1

+ 4ωβ̃

]
|ηâ1 ||â1|+ 4ωâ

∣∣∣[κ̃1 + 4β̃
]
ηâ1 +

[
ηκ̃1

+ 4ηβ̃

]
â1

∣∣∣
Qc4 = 4

[
ωκ̃2

+ 16ωβ̃

] ∣∣∣2ηb̂1b̂1 + ηb̂2b̂2

∣∣∣
+ 4ωb̂

(
2
∣∣∣[κ̃2 + 16β̃

]
ηb̂1 +

[
ηκ̃2

+ 16ηβ̃

]
b̂1

∣∣∣+
∣∣∣[κ̃2 + 16β̃

]
ηb̂2 +

[
ηκ̃2

+ 16ηβ̃

]
b̂2

∣∣∣)
Qa1 = 4ωβ̃ |â1|+ 4ωâ|β̃|+ 12ωâ〈|〈ηââ〉|δâ〉1
Qak = 12k2ωâ〈|〈ηââ〉|δâ〉k
Qbm′ = 64ωβ̃ |b̂m′ |+ 64ωb̂|β̃|+ 192ωb̂〈|〈η

b̂b̂〉|δb̂〉m′

Qbm = 48m2ωb̂〈|〈η
b̂b̂〉|δb̂〉m.

B.5 Estimates for R

Let us introduce, analogously to Section A.7, the intervals

ζβ̃
def
= [β̃, β̃ + µ∗β̃] + ωβ̃r∗[−1, 1]

ζκ̃1

def
= [κ̃1, κ̃1 + µ∗κ̃1] + ωκ̃1

r∗[−1, 1]

ζκ̃2

def
= [κ̃2, κ̃2 + µ∗κ̃2] + ωκ̃2r∗[−1, 1]

ζ âk
def
= [âk, âk + µ∗âk] + ωâr∗[−1, 1] for k = ±1

ζ b̂m
def
= [b̂m, b̂m + µ∗b̂m] + ωb̂r∗[−1, 1] for m ∈ I2 \ 0,

with appropriate symmetry in the components of ζ âk and ζ b̂m, while

ζ â0
def
= 1 and ζ âk

def
= 0 for k /∈ I1

ζ b̂0
def
= 1 and ζ b̂m

def
= 0 for m /∈ I2.

With δâ and δb̂ defined in (8.3) we obtain

Rc2 = 16ωβ̃ωâ|ζ
â
1 |+ 8ω2

â|ζβ̃ |+ 6ω2
â〈|〈(ζ â)2〉|(δâ)2〉0

+

{
16ωβ̃ωb̂

[
2|ζ b̂1|+ |ζ b̂2|

]
+ 24ω2

b̂
|ζβ̃ |+ 6ω2

b̂
〈|〈(ζ b̂)2〉|(δb̂)2〉0

}
Rc3 = 8ωâ

[
ωκ̃1 + 4ωβ̃

]
|ζ â1 |+ 4ω2

â

∣∣∣ζκ̃1 + 4ζβ̃

∣∣∣
Rc4 = 8ωb̂

[
ωκ̃2 + 16ωβ̃

] [
2|ζ b̂1|+ |ζ b̂2|

]
+ 12ω2

b̂

∣∣∣ζκ̃2 + 16ζβ̃

∣∣∣
Ra1 = 8ωβ̃ωâ + 12ω2

â〈|ζ â|(δâ)2〉1
Rak = 12k2ω2

â〈|ζ â|(δâ)2〉k
Rbm′ = 128ωβ̃ωb̂ + +192ω2

b̂
〈|ζ b̂|(δb̂)2〉m′

Rbm = 48m2ω2
b̂
〈|ζ b̂|(δb̂)2〉m.
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B.6 Estimates for Q̃

We fix a priori bounds r∗ and µ∗ on r and µ respectively, and we use the notation

rã∗ = r∗ωã and rb̃∗ = r∗ωb̃.

For all v ∈ B̃ and all µ ∈ [0, µ∗], we derive the following bounds from (8.2):

‖va‖1 ≤ qa
def
= 2ωâξ1 + µ∗ωã (B.2a)

‖vb‖2 ≤ qb
def
= 6ωb̂ξ

2
2 + µ∗ωb̃. (B.2b)

Furthermore, analogously to (A.8), see also Remark A.4, we introduce

˜̀
1(ξ)

def
=

{
(e log ξ)−2 if ξ < e1/2

4ξ−4 if ξ ≥ e1/2
and ˜̀

2(ξ)
def
=

{
3(e log ξ)−2 if ξ < e

3ξ−2 if ξ ≥ e,
(B.3)

which bound
∑
k∈Z1

k2yãk ỹ
ã
k and

∑
m∈Z2

1
m2yb̃mỹ

b̃
m, respectively. Having already introduced η

def
=

[x, x+ µ∗x], we write ηa = ηâ + [0, µ∗]η
ã and ηb = ηb̂ + [0, µ∗]η

b̃. We note that

ηak = 0 for k > K and ηbm = 0 for m∞ > M.

The (computable) constantsM and N that appear in the estimates below are listed in Table B.1.
The expressions for N 5, N 6 and N 7 are derived from (B.1).

With ζ as in Section B.5 and additionally (to shorten the expressions)

ζβ
def
= 1

4 + [0, µ∗] ζβ̃

ζκ1

def
= 2 + [0, µ∗] ζκ̃1

ζκ2

def
= 8 + [0, µ∗] ζκ̃2

,
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term constant value of constant∑
k∈Z1

k−2(ηãk + rã∗ ỹ
ã
k)2 M1

a

∑
k∈Z1

k−2(ηãk)2 + 2rã∗‖(k−2ηãk)‖∗11 + (rã∗)
2 1

4ξ
−4
1∑

m∈Z2
1
m−2(ηb̃m + rb̃∗ỹ

b̃
m)2 M1

b

∑
m∈Z2

1
m−2(ηb̃m)2 + 2rb̃∗‖(m−2ηb̃m)‖∗12 + (rb̃∗)

2ξ−2
2∑

k∈Z1
k2(ηãk + rã∗ ỹ

ã
k)2 M2

a

∑
k∈Z1

k2(ηãk)2 + 2rã∗‖(k2ηãk)‖∗11 + (rã∗)
2 ˜̀

1(ξ1)∑
m∈Z2

1
m2(ηb̃m + rb̃∗ỹ

b̃
m)2 M2

b

∑
m∈Z2

1
m2(ηb̃m)2 + 2rb̃∗‖(m2ηb̃m)‖∗12 + (rb̃∗)

2 ˜̀
2(ξ2)∑

k∈Z1
k−2(ηãk + rã∗ ỹ

ã
k)yãk M3

a ‖(k−2ηãk)‖∗11 + rã∗
1
4ξ
−4
1∑

m∈Z2
1
m−2(ηb̃m + rb̃∗ỹ

b̃
m)yb̃m M3

b ‖(m−2ηb̃m)‖∗12 + rb̃∗ξ
−2
2∑

k∈Z1
k2(ηãk + rã∗ ỹ

ã
k)yãk M4

a ‖(k2ηãk)‖∗11 + rã∗
˜̀
1(ξ)∑

k∈Z2
1
m2(ηb̃m + rb̃∗ỹ

b̃
m)yb̃m M4

b ‖(m2ηb̃m)‖∗12 + rb̃∗
˜̀
2(ξ2)∑

k∈Z1
(ηãk + rã∗ ỹ

ã
k)yãk M5

a ‖ηãk‖∗11 + rã∗ξ
−4
1∑

m∈Z2
1
(ηb̃m + rb̃∗ỹ

b̃
m)yb̃m M5

b ‖ηb̃m‖∗12 + rb̃∗ξ
−2
2

〈(ηa + r∗ṽ
a)3〉k N 1

a,k |〈(ηa)3〉k|+ 3r∗qa(‖ηa‖1 + r∗qa)2ξ−k1

〈(ηb + r∗ṽ
b)3〉m N 1

b,m |〈(ηb)3〉m|+ 3r∗qb(‖ηb‖2 + r∗qb)
2ξ
−|m|
2

‖〈(ηa + r∗ṽ
a)3〉0∞‖1 N 2

a ‖〈(ηa)3〉0∞‖1 + 3r∗qa(‖ηa‖1 + r∗qa)2

‖〈(ηb + r∗ṽ
b)3〉0∞‖2 N 2

b ‖〈(ηb)3〉0∞‖2 + 3r∗qb(‖ηb‖2 + r∗qb)
2

〈(ηa + r∗ṽ
a)2va〉k N 3

a,k ωâ〈|〈(ηa)2〉|δâ〉k + µ∗ωã‖〈(ηa)2〉‖1ξ−k1

+2r∗q
2
a(‖ηa‖1 + r∗qa)ξ−k1

〈(ηb + r∗ṽ
b)2vb〉m N 3

b,m ωb̂〈|〈(η
b)2〉|δb̂〉m + µ∗ωb̃‖〈(ηb)2〉‖2ξ−|m|2

+2r∗q
2
b (‖ηb‖2 + r∗qb)ξ

−|m|
2

‖〈(ηa + r∗ṽ
a)2va〉0∞‖1 N 4

a ωâ‖〈|〈(ηa)2〉|δâ〉0∞‖1 + µ∗ωã‖〈(ηa)2〉‖1
+2r∗q

2
a(‖ηa‖1 + r∗qa)

‖〈(ηb + r∗ṽ
b)2vb〉0∞‖2 N 4

b ωb̂‖〈|〈(η
b)2〉|δb̂〉0∞‖2 + µ∗ωb̃‖〈(ηb)2〉‖2

+2r∗q
2
b (‖ηb‖2 + r∗qb)

π̃〈(ηa + r∗ṽ
a)2va〉k N 5

a,k 2ωâ〈|〈ζ âηã〉|δâ〉k + 4rã∗ωâ‖ζ â‖1ξ1−k
1

+2µ∗ωâ(‖ηã‖1 + rã∗)
2ξ1−k

1

+ωã‖〈(ηa)2〉‖1ξ−k1 + 2r∗qaωã(‖ηa‖1 + r∗qa)ξ−k1

π̃〈(ηb + r∗ṽ
b)2vb〉m N 5

b,m 2ωb̂〈|〈ζ
b̂ηb̃〉|δb̂〉m + 12rb̃∗ωb̂‖ζ

b̂‖2ξ2−|m|
2

+6µ∗ωb̂(‖η
b̃‖2 + rb̃∗)

2ξ
2−|m|
2

+ωb̃‖〈(ηb)2〉‖2ξ−|m|2 + 2r∗qbωb̃(‖ηb‖2 + r∗qb)ξ
−|m|
2

‖π̃〈(ηa + r∗ṽ
a)2va〉0∞‖1 N 6

a 2ωâ‖〈|〈ζ âηã〉|δâ〉0∞‖1 + 4rã∗ωâ‖ζ â‖1ξ1
+2µ∗ωâ(‖ηã‖1 + rã∗)

2ξ1
+ωã‖〈(ηa)2〉‖1 + 2r∗qaωã(‖ηa‖1 + r∗qa)

‖π̃〈(ηb + r∗ṽ
b)2vb〉0∞‖2 N 6

b 2ωb̂‖〈|〈ζ
b̂ηb̃〉|δb̂〉0∞‖2 + 12rb̃∗ωb̂‖ζ

b̂‖2ξ2
2

+6µ∗ωb̂(‖η
b̃‖2 + rb̃∗)

2ξ2
2

+ωb̃‖〈(ηb)2〉‖2 + 2r∗qbωb̃(‖ηb‖2 + r∗qb)
π̃〈(ηa + r∗ṽ

a)3va〉0 N 7
a 3ωâ〈|〈(ζ â)2ηã〉|δâ〉0 + 6rã∗ωâ‖〈(ζ â)2〉‖1ξ1

+6µ∗ωâ‖ζ â‖1(‖ηã‖1 + rã∗)
2ξ1

+2µ2
∗ωâ(‖ηã‖1 + rã∗)

3ξ1
+ωã‖〈(ηa)3〉‖∗11 + 3r∗qaωã(‖ηa‖1 + r∗qa)2

π̃〈(ηb + r∗ṽ
b)3vb〉0 N 7

b 3ωb̂〈|〈(ζ
b̂)2ηb̃〉|δb̂〉0 + 18rb̃∗ωb̂‖〈(ζ

b̂)2〉‖2ξ2
2

+18µ∗ωb̂‖ζ
b̂‖2(‖ηb̃‖2 + rb̃∗)

2ξ2
2

+6µ2
∗ωb̂(‖η

b̃‖2 + rb̃∗)
3ξ2

2

+ωb̃‖〈(ηb)3〉‖∗12 + 3r∗qbωb̃(‖ηb‖2 + r∗qb)
2

Table B.1: Constants M and N used in the expressions for the estimates Q̃. On each row, the
term in the left column is estimated by the expression in the right column, which is computable
and defines the constant in the middle column. Here we have assumed that yã, ỹã ∈ X̃0

1 with

‖yã‖1, ‖ỹã‖1 ≤ 1 and yb̃, ỹb̃ ∈ X̃0
2 with ‖yb̃‖2, ‖ỹb̃‖2 ≤ 1. Furthermore, v, ṽ ∈ B̃. The constants qa

and qb are given in (B.2), whereas ˜̀
1 and ˜̀

2 are defined in (B.3).
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we obtain

Q̃c2 = 2
[
ωκ̃1 |ζβ̃ |+ ωβ̃ |ζκ̃1 |+ 1

2ωκ̃1 |ζ−1
κ1
||ζκ̃1 |+ 1

4ωκ̃1ζ
−2
κ1
µ∗ζ

2
κ̃1

]
(ζ â1 )2 + ωâ|4ζκ̃1ζβ̃ + ζ−1

κ1
ζ2
κ̃1
||ζ â1 |

+ ωκ̃1
µ∗ζ
−2
κ1
M2

a + µ∗(ωκ̃1
|ζβ |+ ωβ̃ |ζκ1

|)M1
a + 2ωã(|ζ−1

κ1
|M4

a +M5
a + |ζκ1

||ζβ |M3
a) + 2N 7

a

+

{
1
2

[
ωκ̃2
|ζβ̃ |+ ωβ̃ |ζκ̃2

|+ 1
2ωκ̃2

|ζ−1
κ2
||ζκ̃2
|+ 1

4ωκ̃2
ζ−2
κ2
µ∗ζ

2
κ̃2

]
[2(ζ b̂1)2 + (ζ b̂2)2]

+ ωb̂
∣∣ζκ̃2ζβ̃ + 1

4ζ
−1
κ2
ζ2
κ̃2

∣∣[2|ζ b̂1|+ |ζ b̂2|]+ ωκ̃2µ∗ζ
−2
κ2
M2

b + µ∗(ωκ̃2 |ζβ |+ ωβ̃ |ζκ2 |)M1
b

+ 2ωb̃(|ζ
−1
κ2
|M4

b +M5
b + |ζκ2

||ζβ |M3
b) + 2N 7

b

}
,

Q̃c3 = 2[ωκ̃1
(4 + 2µ∗|ζκ̃1

|)|ζβ̃ |+ ωβ̃(4|ζκ̃1
|+ µ∗ζ

2
κ̃1

) + 1
2ωκ̃1

|ζκ̃1
|](ζ â1 )2

+ 4ωâ[(4|ζκ̃1
|+ µ∗ζ

2
κ̃1

)|ζβ̃ |+
1
4ζ

2
κ̃1

]|ζ â1 |

+ µ∗[ωβ̃ζ
2
κ1

+ 2ωκ̃1
|ζκ1
||ζβ |]M1

a + 2ωãζ
2
κ1
|ζβ |M3

a + 2ωãM4
a,

Q̃c4 = 1
2 [ωκ̃2(16 + 2µ∗|ζκ̃2 |)|ζβ̃ |+ ωβ̃(16|ζκ̃2 |+ µ∗ζ

2
κ̃2

) + 1
2ωκ̃2 |ζκ̃2 |][2(ζ b̂1)2 + (ζ b̂2)2]

+ ωb̂[16|ζκ̃2
|+ µ∗ζ

2
κ̃2

]|ζβ̃ |+
1
4ζ

2
κ̃2

][2|ζ b̂1|+ |ζ b̂2|]

+ µ∗[ωβ̃ζ
2
κ2

+ 2ωκ̃2
|ζκ2
||ζβ |]M1

b + 2ωb̃ζ
2
κ2
|ζβ |M3

b + 2ωb̃M
4
b ,

Q̃a1 = [ωκ̃1(4 + 2µ∗|ζκ̃1 |)|ζβ̃ |+ ωβ̃(4|ζκ̃1 |+ µ∗ζ
2
κ̃1

) + 1
2ωκ̃1 |ζκ̃1 |]|ζ â1 |+ ωâ[(4|ζκ̃1 |+ µ∗ζ

2
κ̃1

)|ζβ̃ |+
1
4ζ

2
κ̃1

]

+ ωκ̃1
N 1
a,1 + 3|ζκ̃1

|N 3
a,1 + 6N 5

a,1,

Q̃ak = [ωκ̃1k
2 + 2ωκ̃1 |ζκ1 ||ζβ |+ ωβ̃ζ

2
κ1

](|ηãk |+ rã∗ξ
−k
1 ) + ωã[|ζκ̃1 |(k2 − 1) + ζ2

κ1
|ζβ̃ |+

1
4µ∗ζ

2
κ̃1

]ξ−k1

+ ωκ̃1k
2N 1

a,k + 3|ζκ̃1 |k2N 3
a,k + 6k2N 5

a,k,

Q̃bm′ = [ωκ̃2(16 + 2µ∗|ζκ̃2 |)|ζβ̃ |+ ωβ̃(16|ζκ̃2 |+ µ∗ζ
2
κ̃2

) + 1
2ωκ̃2 |ζκ̃2 |]|ζ b̂m′ |+ ωb̂[(16|ζκ̃2 |+ µ∗ζ

2
κ̃2

)|ζβ̃ |+
1
4ζ

2
κ̃2

]

+ 4ωκ̃2
N 1
b,m′ + 12|ζκ̃2

|N 3
b,m′ + 96N 5

b,m′ ,

Q̃bm = [ωκ̃2m
2 + 2ωκ̃2 |ζκ2 ||ζβ |+ ωβ̃ζ

2
κ2

](|ηb̃m|+ rb̃∗ξ
−|m|
2 ) + ωb̃[|ζκ̃2 ||m2 − 4|+ ζ2

κ2
|ζβ̃ |+

1
4µ∗ζ

2
κ̃2

]ξ
−|m|
2

+ ωκ̃2m
2N 1

b,m + 3|ζκ̃2 |m2N 3
b,m + 24m2N 5

b,m.

For k > K and m∞ > M we split into terms with and without k2 and m2, and we define

Θa
0 = [2ωκ̃1

|ζκ1
||ζβ |+ ωβ̃ζ

2
κ1

]rã∗ + ωã[|ζκ̃1
|+ ζ2

κ1
|ζβ̃ |+

1
4µ∗ζ

2
κ̃1

]

Θb
0 = [2ωκ̃2 |ζκ2 ||ζβ |+ ωβ̃ζ

2
κ2

]rb̃∗ + ωb̃[4|ζκ̃2 |+ ζ2
κ2
|ζβ̃ |+

1
4µ∗ζ

2
κ̃2

]

Θa
1 = ωκ̃1

rã∗ + ωã|ζκ̃1
|+ ωκ̃1

N 2
a + 3|ζκ̃1

|N 4
a + 6N 6

a

Θb
1 = ωκ̃2r

b̃
∗ + ωb̃|ζκ̃2 |+ ωκ̃2N 2

b + 3|ζκ̃2 |N 4
b + 24N 6

b

so that, incorporating the division by λ̃ãk and λ̃b̃m, we find from Lemma A.1 (Section A.4) that

Q̃a∞ =
Θa

0 + Θa
1(K + 1)2

((K + 1)2 − 1)2
,

Q̃b∞ =
Θb

0 + Θb
1(M + 1)2

((M + 1)2 − 4)2
.

B.7 Explicit solution for µ = 0

Let

β0
def
=

57 + 18
√

6

10
.
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Then the solution for µ = 0 is given by

β̃ = −β0

κ̃1 = 4β0

κ̃2 = 16β0

â1 =
√

2
3β0 − 1

b̂1 = − 1
15

(√
30β0 − 36 + 3

)
b̂2 = − 1

15

(√
30β0 − 36 + 3

)
,

whereas the “slaved” modes are

ã2 = − 8
3

(
â1

)2
ã3 = − 9

32

(
â1

)3
b̃(4,0) = − 8

3 [2(b̂1)3 + (b̂1)2]

b̃(6,0) = − 9
32 (b̂1)3

b̃(3,1) = −9[(b̂1)3 + (b̂1)2]

b̃(5,1) = − 7
6 (b̂1)3

b̃(0,2) = −9[(b̂1)3 + (b̂1)2]

b̃(2,2) = − 8
3 [2(b̂1)3 + (b̂1)2]

b̃(4,2) = − 7
6 (b̂1)3

b̃(1,3) = − 7
6 (b̂1)3

b̃(3,3) = − 9
32 (b̂1)3 ,

and all other elements of ã and b̃ vanish.
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