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Abstract
This paper studies the optimal resource allocation in time-reservation systems. Customers arrive at a service facility and receive service in two steps; in the first step information is gathered from the customer, which is then sent to a pool of computing resources, and in the second step the information is processed after which the customer leaves the system. A central decision maker has to decide when to reserve computing power from the pool of resources, such that the customer does not have to wait for the start of the second service step and that the processing capacity is not wasted due to the customer still being serviced at the first step. The decision maker simultaneously has to decide on how many processors to allocate for the second processing step such that reservation and holding costs are minimized. Since an exact analysis of the system is difficult, we decompose the system into two parts which are solved sequentially leading to nearly optimal solutions. We show via dynamic programming that the near-optimal number of processors follows a step function with as extreme policy the bang-bang control. Moreover, we provide new fundamental insights in the dependence of the near-optimal policy on the distribution of the information gathering times. Numerical experiments demonstrate that the near-optimal policy closely matches the performance of the optimal policy of the original problem.
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1. Introduction
In recent years new real-time multimedia services have triggered a tremendous growth in data volumes and computational demands. Typical services include iris-scan and fingerprint systems, that make high-resolution scans and require processing of the data to identify a person; these services operate in a real-time environment and run under very strict time constraints. To adhere to such constraints, these large-scale services typically use centralized computing clusters
to execute on. In large-scale systems, the applications can reserve a number of processing resources to process the data. This gives rise to a new class of models in which the application has to decide when to reserve the processing resources and how many. In this decision making, there is a trade-off between the lead time on the one hand and the operating costs on the other hand. Making a reservation too early leads to inefficiency, since the processing resources have to wait on the data gathering/scanning process; a too late reservation leads to unnecessarily long customer waiting times. Allocating too many processing resources results in a short lead time, but comes at high allocation costs; allocating too few resources leads to long processing times and blocks computing resources for the next customer.

In the literature, a lot of research has been devoted to resource allocation problems. In the context of protocol design, Daniel and Chronopoulos [10] have investigated the problem for resource allocation involving selfish agents, and design a truthful mechanism for solving the load-balancing problem in heterogeneous distributed systems. Park [20] present a scalable protocol for fast co-allocation of Internet resources that ensures deadlock and livelock freedom during the resource co-allocation process. Rana et al. [22] focus on the modeling and detection of conflicts that arise during resource discovery and application scheduling. They propose an approach that helps to resolve conflicts and enables each resource and application to respond to changes in the environment.

In a Grid computing environment, there are several papers that study architectures that enhance resources with online control, online monitoring, and decision procedures. Czajkowski et al. [9] develop implementations of two co-allocation strategies in the context of the Globus toolkit [2]. In one strategy, all required resources are specified at the time the request is made. The request succeeds if all resources required are allocated, and otherwise, the request fails and none of the resources are acquired. The other strategy allows for application-level guidance of resource selection and failure handling prior to commitment. Foster et al. [12] describe an implementation of a mechanism that enables the coordinated use of reservation and adaptation within the GARA resource management architecture [23]. Furthermore, they develop three application-level adaptive control mechanisms: two that use loss-rate information to adapt reservations and one that uses reservation state information to adapt the transmission rate. Wang and Luo [27] set up the layered structure of Grid QoS, which provides a reasonable gist for mapping and converting QoS parameters in grids so that it can implement the user’s QoS requirements in the process of grid resource allocation management.

Other research has focused on economic models in a Grid computing environment. Sandholm et al. [24] develop a suite of prediction models and tools to aid the users in deciding how much funding their jobs would need to complete within a certain deadline, or conversely, when a job would be expected to complete given a budget. In this work, one tries to find the best bidding strategy based on the so-called Best Response optimization algorithm (see Feldman et al. [11]) that aims to maximize the utility of users across a set of resources, under the constraint that the total budget of the user is given. Buyya et al. [5] give
an overview of different economic models for resource trading and establishing pricing strategies, and discuss the resource trading in Grid brokering and offer an infrastructure for resource management and trading in the Grid environment (see, e.g., [6, 7, 14, 26] for more details).

The works on cost/reservation optimization in the context of resource allocation that are closest to our model are [4, 18, 17, 13]. Aziz et al. [4] present a framework for resource allocation and task scheduling, where the objective function is to minimize the job completion time and to minimize the number of resources needed for the completion of the job. Nurmi et al. [18] propose a statistical method, called VARQ [19], for job scheduling. Using QBETS [17] to compute a time bound on the delay a specific user job will experience, VARQ implements a reservation by determining when a job should be submitted to a batch queue to ensure that it will be running at a particular time in the future. Fukuda et al. [13] study the relationship between the video quality and the required number of CPUs and network resources to provide a real-time video presentation. Based on this relationship, they propose a resource-allocation scheme to share resources fairly among users by solving the utility-maximization problem, where the utility is a function of the video quality and the resource allocation costs.

The main difference between the existing literature and our work is that we aim to (1) optimize the resource-allocation costs and reservations moments simultaneously and (2) satisfy a QoS constraint on the delay of a job. This is in contrast to the aforementioned works which only have a focus on optimizing either the resource allocation costs [4, 13] or the reservation moments [17, 18]. Moreover, none of these works provides a QoS guarantee on the sojourn time of a job in the system.

More specifically, we study the optimal resource allocation in time-reservation systems. Customers arrive at a service facility and receive service in two steps: an information gathering and information processing step. The system has to decide when and how much computing power to reserve for the second step such that the allocation costs are minimized while satisfying a response-time constraint. Since an exact analysis of the system is difficult, we decompose the system into two parts which are solved sequentially leading to an approximation of the original problem posed. We show via monotonicity of the dynamic programming optimality operator that the optimal number of processors for the decomposed problem follows a step function with as extreme policy the bang-bang control (see [25] for a discussion on the bang-bang control). Furthermore, we show how the optimal policy in the decomposed problem varies when the distributions of the reservation times and information gathering times, and the response-time constraint are varied.

The rest of the paper is organized as follows. In Section 2 we formulate the model. Next, we derive the structure of the optimal policy in the decomposed problem in Section 3. In Section 4 we illustrate these results by numerical experiments and study the impact of variability under different service distributions. Finally, in Section 5 we end with conclusions and discuss topics for further research.
2. Model formulation

Consider a service facility at which customers arrive according to a Poisson process with rate $\lambda$. The service that the facility provides to its customers consists of two servicing steps (see Figure 1): first, a customer receives service at a service station 1 that gathers and pre-processes data to be used in the next service step. Then, the data is transferred to a pool of computing resources, service station 2, where the second service step takes place. After a customer has received the second service step, he leaves the system. The service facility is subject to the service level constraint stating that $\mathbb{E} S \leq \alpha$, where the sojourn time $S$ is defined as the time from the arrival of the customer until the departure of the customer.

We model service station 1 as a single-server station with an infinite buffer queue. A newly arriving customer receives service immediately when upon arrival the station is not occupied, and he waits in the queue otherwise. The system incurs waiting costs $c_1(x)$ per time unit for having $x$ customers in the system, with $c_1(x)$ an increasing function in $x$. The service duration at the first step is modeled by the random variable $R$. The time to set up computing resources to process the data is modeled by the random variable $T$ (independent of $R$ and independent of the number of allocated computing resources [16]). The facility can choose upon the start of the service when to make a reservation for these computing resources, i.e., it wants to select the moment $s \geq 0$ at which to start the reservation after starting the service. Note that if the facility reserves the computing resources too early, then unnecessary computing resources are blocked and remain idle. Figure 2 represents exactly this case from the viewpoint of the customer in iris-scan and fingerprint systems. The figure shows all the steps a customer undergoes in the system; first, a customer arrival occurs after which there is a potential waiting time in the queue before he reaches the server at step 1. Upon the start of his service at step 1, a decision $s$ is made for reserving the computing resources. This results in two competing processes; the service process $R$ and the reservation process $s + T$. When both have completed, the customer moves on to the service in step 2, while still blocking the server in step 1 (there can only be at most one customer in service in both steps). After the service at step 2, the customer departs the system and a new customer can be served at step 1. Recall that the sojourn time $S$ is defined as the time from the arrival of the customer until the departure of the customer. On the other hand, if the resources are reserved too late, then the customer has to wait before
the system can process his data leading to high waiting costs. This situation is reflected in Figure 3. The aim in this service step is to balance the end of the service time and the moment that the resources are reserved and available, e.g., the system tries to choose $s$ such that $C(s) := \mathbb{E}(R - s - T)^2$ is minimized.

After having received service at service station 1, the customer remains in front of service station 1, but now receives service from service station 2. Service station 2 is a pool of computing resources consisting of $A$ identical parallel processors (e.g., the DAS-3 environment [1]). When the reservation time of the computing resources has finished, the customer can be served at service station 2. The service facility can choose how many processors to use for the processing of the data. We assume that there are costs $c_2(a)$ for using $a$ processors per time unit, with $c_2(a)$ an increasing function in $a$. Clearly, having too few processors leads to a violation of the service level, and having too many processors leads to high reservation costs. We assume that the service follows an exponential distribution with service rate $\mu(a)$ when $a$ processors are used, with $\mu$ an increasing function in $a$. In the ideal case one would have $\mu(a) = \mu a$, with a fixed service rate $\mu$, however, due to communication overhead the function is sublinear in practice. Moreover, we suppose that $A$ is large enough so that for the optimal choice of $s$ and $a$, say $(s^*, a^*)$, there is a policy that meets the service level $\alpha$.

So far, we have not made any assumptions on the parameters of the system. However, to ensure a stable system one needs to add conditions that take into account both the arrival rate of customers as well as the mean service time of a customer in the system. Note that the latter depends heavily on the policy $(s^*, a^*)$ in use for every state. Therefore, it is difficult to state general stability conditions. One can note, though, that if $(s^*, a^*) = (0, A)$ for all states, then the mean service time is minimized; the mean service time is then given by $\mathbb{E} \max\{R, T\} + 1/\mu(A)$. Hence, if $\lambda [\mathbb{E} \max\{R, T\} + 1/\mu(A)] < 1$, then there exists at least one policy for which the system is stable.
Problem formulation
The objective is to find a policy that selects \((s^*, a^*)\) based on the number of customers \(x\) in the system such that both \(C(s)\) and the long-term average costs (i.e., waiting plus reservation costs) are minimized while at the same time the service level constraint \(\alpha\) is met. To formulate this objective in mathematical terms, the following notation is useful. Let \(X_t\) and \(A_t\) denote the random variables denoting the number of customers in the system and the number of reserved processors at time \(t\), respectively. Let \(\pi\) denote a state-dependent policy, then, the optimization problem can be stated as

\[
\min_{\pi} \left[ C(s) + \mathbb{E}_{\pi} [c_1(X_\infty) + c_2(A_\infty)] \right]
\]

subject to \(\mathbb{E}_\pi [S] \leq \alpha, \quad (1)\)

where \(C(s)\) is given by \(\mathbb{E}(R - s - T)^2\), \(X_\infty\) and \(A_\infty\) denote the steady-state numbers of the variables \(X_t\) and \(A_t\), and where \(S\) is the steady-state sojourn time of an arbitrary customer.

Solution approach
The service steps in the above mentioned problem have a mixture of continuous and discrete decision variables with intricate dependencies such that a classical decision theoretic approach is not computationally tractable in general. Therefore, we approximate the optimal policy by following a two-step approach: First, we solve for \(s^*\) minimizing \(C(s)\) in the first service step. Second, given \(s^*\), we find \(a^*\) that minimizes \(\mathbb{E}_{(s^*, a)}[c_1(X_\infty) + c_2(A_\infty)]\) subject to \(\mathbb{E}_{(s^*, a)}[S] \leq \alpha\) under assumptions provided in Section 3. In Section 4 we show that the resulting approximate policy is nearly optimal in the numerical experiments.

3. Structural properties of the decomposed model
In order to derive an optimal policy \((s^*, a^*)\) we assume that the optimal choice for \(s\) does not depend on the policy for the number of servers. Note that this assumption allows us to decompose the problem into two parts, whereby the optimal reservation moment \(s^*\) can be studied independently of the optimal allocation \(a^*\). Then, given the optimal parameter \(s^*\), one can study the optimal reservation policy at service station 2. Also note that this assumption is not true in general in the original problem, e.g., when \(c_1(x)\) and \(c_2(a)\) are really large relative to \(C(s)\), then one would choose \(s = 0\) (in order to minimize the holding costs \(c_1(x)\)), whereas \(s > 0\) in our decomposed problem (since the decomposed model for station 1 does take into account the holding costs). However, in Section 4 we numerically compare our decomposition technique with the optimal policy in the original problem, and show that for realistic parameter values the decomposition technique is close to optimal.

We first start with the optimal reservation moment \(s^*\).

**Lemma 3.1:** Let \(R\) and \(T\) have an arbitrary distribution. Then \(C(s) = \mathbb{E}(R - s - T)^2\) is minimized by \(s^* = \text{argmin } \mathbb{E}(R - \mathbb{E}T)\) resulting in \(C(s^*) = \text{Var } R + \text{Var } T\) for \(\mathbb{E}R \geq \mathbb{E}T\), and in \(C(s^*) = \text{Var } R + \text{Var } T + (\mathbb{E}R - \mathbb{E}T)^2\) for \(\mathbb{E}R < \mathbb{E}T\).
Proof: Let $R$ and $T$ have an arbitrary distribution. Then,

$$\mathbb{E}(R-s-T)^2 = \mathbb{E}(R^2 + s^2 + T^2 - 2sR - 2RT + 2sT)$$

$$= \mathbb{E}R^2 + \mathbb{E}T^2 - 2\mathbb{E}R\mathbb{E}T + s^2 - 2s\mathbb{E}R + 2s\mathbb{E}T$$

$$= \text{Var } R + (\mathbb{E}R)^2 + \text{Var } T + (\mathbb{E}T)^2 - 2\mathbb{E}R\mathbb{E}T + s^2 - 2s(\mathbb{E}R - \mathbb{E}T)$$

$$= \text{Var } R + \text{Var } T + (\mathbb{E}R - \mathbb{E}T)^2 + [s - (\mathbb{E}R - \mathbb{E}T)]^2 - (\mathbb{E}R - \mathbb{E}T)^2$$

$$= \text{Var } R + \text{Var } T + [s - (\mathbb{E}R - \mathbb{E}T)]^2.$$ 

From this expression it follows that $C(s)$ is minimized by taking $s$ equal to $\mathbb{E}R - \mathbb{E}T$. Since $s$ is only allowed to be non-negative, $s^* = \mathbb{E}R - \mathbb{E}T^+$, with $[z]^+ = \max\{z, 0\}$. The value of $C(s^*)$ then readily follows by substitution. \(\square\)

In the special case that $R$ and $T$ follow an exponential distribution with parameter $\delta$ and $\gamma$, respectively, we have that the optimal reservation time is given by

$$s^* = \arg \min_s \mathbb{E}(R - T - s)^2 = \left[\frac{\gamma - \delta}{\delta \gamma}\right]^+.$$ \hspace{1cm} (2)

In case of $\gamma > \delta$, i.e., the average reservation time is smaller than the average service time, we have

$$C(s^*) = \mathbb{E}(R - T - s^*)^2 = \frac{\gamma^2 + \delta^2}{\delta^2 \gamma^2} = \frac{1}{\delta^2} + \frac{1}{\gamma^2}.$$ \hspace{1cm} (3)

Otherwise, we have

$$C(s^*) = \mathbb{E}(R - T)^2 = \mathbb{E}(R^2) + \mathbb{E}(T^2) - 2\mathbb{E}(R)\mathbb{E}(T) = \frac{2}{\delta^2} + \frac{2}{\gamma^2} - \frac{2}{\delta \gamma}. \hspace{1cm} (4)$$

Note that Equation (3) implies that if $\gamma \gg \delta$ or $\mathbb{E}[R] \gg \mathbb{E}[T]$, then the $\mathbb{E}R$ dominates in the expression of $C(s)$. Hence, relatively, the $\mathbb{E}T^2$ is not important, thus approximately, it is as good as to reserve the computing nodes directly after the scanning is completed. In this case, $s^* \approx \frac{1}{2}$. Equation (2) implies that if $\gamma < \delta$ or $\mathbb{E}[R] < \mathbb{E}[T]$, then it is optimal to reserve the computing nodes directly after the scanning starts, thus $s^* = 0$. Note that the expected time between the start of service at station 1 and station 2, given by $\beta := \mathbb{E}\max\{R, s^* + T\}$, is given by $\beta = s^* + \frac{1}{\gamma} + e^{-\delta s^*} \left(\frac{\delta}{\delta - \gamma}\right).$

Note that action $s^*$ constitutes a stationary policy for all customers. In general, the arrival process to station 2 is not the original Poisson process delayed by the constant $\beta$. However, for the purpose of model tractability, we assume that this does hold. To meet the service level that was specified as the requirement that the mean sojourn time of a customer does not exceed $\alpha$, the mean sojourn time at station 2 is allowed to be at most $\alpha' := \alpha - \beta$ time units. In Section 4 we will show that the error on the mean sojourn time in the system by assuming a Poisson process is not too big.

The assumption that the output process of station 1 is a Poisson process makes the derivation of the optimal resource allocation policy for station 2,
i.e., how many processors should be assigned to a customer, tractable. For this purpose, we formulate the problem as a constrained Markov decision problem. Thus, we try to minimize the holding and processing costs with the additional constraint that the mean sojourn time is below $\alpha'$. The constrained Markov decision problem is, in general, hard to solve. Therefore, we first study the unconstrained problem in which we drop the sojourn time constraint. For this system, we show that the optimal policy possesses a threshold-type structure. We show that the constrained problem possesses a similar structure as the unconstrained problem. Therefore, the structure of the optimal policy of the unconstrained case carries over to the constrained problem, however, we will show that the optimal policy is not deterministic but randomized.

3.1. Unconstrained Markov decision problem

Let $X = \mathbb{N}_0 = \{0, 1, 2, \ldots\}$ denote the state space, where $x \in X$ denotes the number of customers present at station 2. For each customer the set of actions is given by $A = \{0, 1, \ldots, A\}$, where $a \in A$ denotes the number of processors that is allocated to a customer. When action $a$ is chosen in state $x$, there are two possible events in the system. First, an arrival of a customer can occur with rate $\lambda$. Second, since at any moment in time there can only be one customer in service, the customer finishes his service with rate $\mu(a)$. Note that if multiple customers are allowed to be served simultaneously, then the allocation policy for each customer needs to be kept in the state description as well since every customer is served with a different rate.

Next, we uniformize the system (see Section 11.5 of Puterman [21]). To this end, we assume that the uniformization constant $\lambda + \mu(A) = 1$; we can always get this by scaling. Uniformizing is equivalent to adding dummy transitions (from a state to itself) such that the rate out of each state is equal to 1; then we can consider the rates to be transition probabilities. Thus, the transition probabilities $p$ are given by $p(x, a, x + 1) = \lambda$ and $p(x, a, [x - 1]^+) = \mu(a)$. Similarly, the system is subject to costs $c$ consisting of holding costs $c_1(x)$ and costs for the resource allocation $c_2(a)$, thus $c(x, a) = c_1(x) + c_2(a)$. The tuple $(\mathcal{X}, \mathcal{A}, p, c)$ defines the Markov decision problem.

Define a deterministic policy $\pi$ as a function from $\mathcal{X}$ to $\mathcal{A}$, i.e., $\pi(x) \in \mathcal{A}$ for all $x \in \mathcal{X}$. Let $u^\pi_t(x)$ denote the total expected costs up to time $t$ when the system starts in state $x$ under policy $\pi$. Note that for any stable and work-conserving policy, the Markov chain satisfies the unichain condition, so that the average expected costs $g(\pi) = \lim_{t \to \infty} u^\pi_t(x)/t$ is independent of the initial state $x$ (see Proposition 8.2.1 of Puterman [21]). The goal is to find a policy $\pi^*$ that minimizes the long-term average costs, thus $g = \min_\pi g(\pi)$.

Let $V(x)$ be a real-valued function defined on the state space. This function will play the role of the relative value function, i.e., the asymptotic difference in total costs that results from starting the process in state $x$ instead of some reference state. The long-term average optimal actions are a solution of the optimality equation (in vector notation) $g + V = TV$, where $T$ is the dynamic
programming operator acting on \( V \) defined as follows:

\[
TV(x) = \lambda V(x+1) + c_1(x) + \min_{a \in \mathcal{A}} \left\{ \mu(a) V([x-1]^+) + (\mu(A) - \mu(a)) V(x) + c_2(a) \right\}.
\]

(5)

The first term in the expression \( TV(x) \) models the arrivals of customers to station 2. The second term denotes the holding costs. The third term denotes the departure of a customer in case action \( a \) has been chosen. The fourth term is the uniformization constant. The last term models the costs for the resource allocation. The optimality equation \( g + V = TV \) is hard to solve analytically in practice. Alternatively, the optimal actions can also be obtained by recursively defining \( V_{l+1} = TV_l \) for arbitrary \( V_0 \). For \( l \to \infty \), the maximizing actions converge to the optimal ones (for existence and convergence of solutions and optimal policies we refer to Chapter 8 of Puterman [21]). This procedure is also called value iteration.

Note that the costs \( c_1(x) \) and \( c_2(a) \) model the trade-off between the server allocation and the holding costs. The first cost function drives the decision maker to be liberal with the resources, since a too low resource allocation leads to long queues and thus high holding costs. The second cost function ensures that the decision maker is not too liberal since a too high resource allocation leads to high processor costs. This is illustrated by the following two cases.

No processing costs: First, we take \( c_2(a) \) to be zero for all \( a \in \mathcal{A} \). From Expression (5) we can see that the optimal policy evidently uses all processors (also in the original system), since this maximizes the service rate and minimizes the queue length (since \( c_2(a) = 0 \)). Therefore \( a^* = A \).

No holding costs: Next, we assume that \( c_1(x) = 0 \) for all \( x \in X \). In this case, Expression (5) shows that the emphasis is on processor utilization. Therefore, the optimal action would be to use no processors at all. In practice, this is not a permissible action, since no services would be provided at all. If the constraint on the sojourn time is taken into account, then the optimal action changes. This will be illustrated in Section 3.2.

We now proceed to the general solution of the unconstrained Markov decision problem by deriving properties of the optimal dynamic policy. To this end, consider the backward recursion operator \( V_{n+1} \) given by

\[
V_{n+1}(x) = \lambda V_n(x+1) + \min_{a \in \mathcal{A}} \left\{ \mu(a) V_n([x-1]^+) + (\mu(A) - \mu(a)) V_n(x) + c_2(a) \right\} + c_1(x).
\]

(6)

Using the backward recursion operator we can derive structural properties of the optimal policy. The following result will play an important role for the derivation of the structure of the optimal policy.

**Lemma 3.2:** Assume that \( c_1(x) \) is a convex increasing function in \( x \) and that \( c_2(a) \) is an increasing function of \( a \). Then \( V(x) \) is a convex increasing function in \( x \).
**Proof:** The proof is by induction on \( n \). Let \( V_0(x) = 0 \) for all \( x \). Then clearly, \( V_0 \) is a convex increasing function in \( x \). Now, assume that the statement holds for \( k \), then we prove that the statement also holds for \( k + 1 \). To this end, define

\[
T^k_a(x) = \mu(a)V_k([x-1]^+) + [\mu(A) - \mu(a)]V_k(x) + c_2(a).
\]

Then, for \( x \geq 0 \), we have

\[
V_{k+1}(x+1) - V_{k+1}(x) = [\lambda V_k(x+2) - \lambda V_k(x+1)] + [c_1(x+1) - c_1(x)] + \min_a\{T^k_a(x+1)\} - \min_a\{T^k_a(x)\}
\]

The inequality holds because the first two terms are non-negative due to the induction hypothesis, and the second two terms follow by the assumption on the cost function \( c_1 \). Let \( a^* = \arg\min_a\{T^k_a(x+1)\} \), then, for \( x \geq 0 \), we have

\[
V_{k+1}(x+1) - V_{k+1}(x) \geq T^k_{a^*}(x+1) - \min_a\{T^k_a(x)\}
\]

Therefore, by induction, we derive that \( V(x+1) - V(x) \geq 0 \). Now we proceed to prove convexity of the relative value function. Assume that convexity holds for \( k \), then we need to prove convexity for \( k + 1 \). Then, for \( x \geq 0 \), we have

\[
V_{k+1}(x+1) - 2V_{k+1}(x) + V_{k+1}([x-1]^+) = [\lambda V_k(x+2) - 2\lambda V_k(x+1) + \lambda V_k(x)] + \min_a\{T^k_a(x+1)\} - 2\min_a\{T^k_a(x)\} + \min_a\{T^k_a([x-1]^+)\}
\]

The inequality holds because the first expression between the brackets is non-negative due to the induction hypothesis, and the second from the assumption on \( c_1 \). Now assume that \( a^*_1 = \arg\min_a\{T^k_a(x+1)\} \) and \( a^*_2 = \arg\min_a\{T^k_a([x-1]^+)\} \).
Then, we have
\[
\min_a(T^k_a(x + 1)) - 2 \min_a(T^k_a(x)) + \min_a(T^k_a([x - 1]^+))
\]
\[
\geq [c_2(a^*_1) - c_2(a^*_2) + c_2(a^*_2)]
\]
\[
+ ([\mu(a^*_1)V_k(x) - \mu(a^*_1)V_k([x - 1]^+) - \mu(a^*_2)V_k([x - 1]^+) + \mu(a^*_2)V_k([x - 2]^+)])
\]
\[
+ [(\mu(A) - \mu(a^*_1))V_k(x + 1) - (\mu(A) - \mu(a^*_1))V_k(x) - (\mu(A) - \mu(a^*_2))V_k(x)
\]
\[
+ (\mu(A) - \mu(a^*_2))V_k([x - 1]^+)]
\]
\[
= (\mu(a^*_1) - \mu(a^*_2))[V_k(x) - V_k([x - 1]^+)]
\]
\[
+ \mu(a^*_1)[V_k(x) - 2V_k([x - 1]^) + V_k([x - 2]^)]
\]
\[
+ (\mu(A) - \mu(a^*_1))[V_k(x + 1) - V_k(x)]
\]
\[
- [\mu(A) - \mu(a^*_1) + (\mu(a^*_1) - \mu(a^*_2))][V_k(x) - V_k([x - 1]^+)]
\]
\[
= \mu(a^*_1)[V_k(x) - 2V_k([x - 1]^) + V_k([x - 2]^)]
\]
\[
+ (\mu(A) - \mu(a^*_1))[V_k(x + 1) - 2V_k(x) + V_k([x - 1]^+)]
\]
\[
\geq 0.
\]

The first inequality follows from taking a potentially suboptimal action in the second term of \(\min_a\{T^k_a(x + 1)\} - 2 \min_a\{T^k_a(x)\} + \min_a\{T^k_a([x - 1]^+)\}\). The two equalities follow by rearranging the terms. The last inequality follows by the induction hypothesis and by noting that \(\mu(A) - \mu(a^*_1)\) is positive. Hence, using mathematical induction we have proved that \(V(x)\) is a convex increasing function in \(x\).

The previous lemma shows that \(V\) is a convex increasing function in \(x\). This property of the relative value function will play a crucial role in the derivation of the optimal policy. The next theorem shows how this lemma is used to obtain the structure of the optimal policy.

**Theorem 3.1:** Assume \(c_1(x)\) is a convex increasing function in \(x\), \(c_2(a)\) is an increasing function in \(a\). Then the optimal resource allocation strategy is given by a non-decreasing curve, i.e., the optimal number of processors is given by \(i^*(x)\) with \(i^*(x)\) a non-decreasing function in \(x\).

**Proof:** Let \(i^*(x)\) and \(i^*(x + 1)\) be the optimal allocation in states \(x\) and \(x + 1\), respectively. The proof is by contradiction. Suppose that \(i^*(x + 1) < i^*(x)\), then
\[
T_{i^*(x + 1)}(x) - T_{i^*(x)}(x) = [\mu(i^*(x)) - \mu(i^*(x + 1))][V(x) - V([x - 1]^+)]
\]
\[
- [c_2(i^*(x)) - c_2(i^*(x + 1))]
\]
\[
\geq 0.
\]

By Lemma 3.2 we have that \(V\) is a convex, increasing function in \(x\). Together with the fact that \(\mu\) is an increasing function in \(a\), and thus \(\mu(i^*(x)) - \mu(i^*(x) + \ldots\)
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decreasing curve as stated in the theorem. However, this implies that $i^*(x + 1)$ has a smaller value. Hence, $i^*(x + 1)$ is an increasing function in $x$ and for $x < \tau$, this means that using one processor more is better. However, since $i^*(x)$ is an increasing function in $x$, it is also optimal to use all processors, then in all states greater than $x$ it is also optimal to use all processors. This establishes the bang-bang control policy, i.e., there exists a constant $\tau$ such that the optimal policy for $x < \tau$ is to use no processors, and for $x \geq \tau$ the optimal action is to use all processors. This establishes the bang-bang control policy, i.e., there exists a constant $\tau$ such that the optimal policy for $x < \tau$ is to use no processors, and for $x \geq \tau$ the optimal action is to use all processors.

Proof: Suppose that $c_1(x)$ is a convex increasing function in $x$ and that $c_2(a)$ is a concave increasing function in $a$. To obtain the structure of the policy, consider $Z_i$ for $i = 0, \ldots, A - 1$ given by

$$Z_i(x) = T_i(x) - T_{i+1}(x) = [\mu(i + 1) - \mu(i)] [V(x) - V([x - 1]^+)] - [c_2(i + 1) - c_2(i)].$$

Observe that for fixed $x$, the function $Z_i(x)$ is increasing in $i$ since $\mu(i)$ is a convex function and $c_2(i)$ is concave. When $Z_i(x)$ is non-negative for some $i$, this means that using one processor more is better. However, since $Z_i(x)$ is increasing in $i$, this means that using all processors is optimal. Similarly, when $Z_i(x)$ is non-positive, then using one processor less is better. But since $Z_i(x)$ is an increasing function in $i$, using no processor at all is optimal. In order to establish the threshold $\tau$, consider state $x + 1$. If $Z_i(x)$ was non-negative, then $Z_i(x + 1)$ is non-negative as well due to Lemma 3.2. Thus, when in state $x+1$ it is optimal to use all processors, then in all states greater than $x$ it is also optimal to use all processors. This establishes the bang-bang control policy, i.e., there exists a $\tau \geq 0$ such that the optimal policy for $x < \tau$ is to use no processors, and for $x \geq \tau$ using all processors is optimal.

Theorem 3.2 shows that the optimal policy is either to use no processing capacity at all or to use all processors. The convexity/concavity properties of
$c_2$ and $\mu$ are essential to obtain this result. When $c_2(a)$ is convex and $\mu(a)$ is concave in $a$, then this policy is not optimal anymore. In fact, the optimal policy is still of threshold type, but with more threshold levels (as specified by Theorem 3.1). However, the precise form heavily depends on the parameters used in the problem formulation. In the numerical experiments we will show that for some parameter values the policy behaves as a bang-bang policy, but for other parameters the multi-threshold control policy appears to be optimal.

3.2. Constrained Markov decision problem

In this section we describe the constrained Markov decision problem so that optimal policies can be determined that ensure that the total mean sojourn time of a customer in the whole system is less than $\alpha$. Since the average time spent in the first step is $\beta$, the mean sojourn time in the second step is not allowed to exceed $\alpha' = \alpha - \beta$. In the previous subsection, we studied the unconstrained Markov decision problem in which we tried to find a policy $\pi^*$ that minimized $g(\pi)$, i.e., the long-term average costs. We did not take into account the mean sojourn time constraint of a customer. Let $W$ denote the sojourn time of an arbitrary customer in step 2. Then, the constrained Markov decision problem that we want to solve is

$$\min_{\pi} g(\pi) \text{ subject to } \mathbb{E}W \leq \alpha'.$$

Before the discussion of the general constrained case, we first examine the effect of the cost functions $c_1$ and $c_2$ on the optimal policy if one of them is set equal to zero.

No processing costs:. When the processing costs are set to zero, i.e., $c_2(a) = 0$, then we obtain a situation that is equal to the case of the unconstrained Markov decision problem. The optimal policy is $a^* = A$, which (by assumption) clearly satisfies the service level $\alpha'$.

No holding costs:. When we assume $c_1(x) = 0$, then we cannot use the optimal policy of the unconstrained Markov decision problem: $a^* = 0$. In the case of the constrained problem, this would violate the service level constraint $\alpha'$. For a given action $a$, the sojourn time in the system can be given by the sojourn time in an M/M/1 queue with arrival rate $\lambda$ and service rate $\mu(a)$ (see Cooper [8]). Thus, let $\rho(a) = \lambda/\mu(a)$, then the expected sojourn time $\mathbb{E}W$ is given by

$$\mathbb{E}W = \frac{\rho(a)}{\lambda(1 - \rho(a))}.$$

The optimal action $a^*$, under the assumption of Poisson arrivals at station 2, is then obtained by solving the above equation for $\mathbb{E}W = \alpha'$. Note that in general this will result in a fractional value of $a^*$. This leads in a natural way to a randomized policy to obtain exactly $\alpha'$. We will discuss the randomized policy further in the sequel.
We now proceed to the general solution of the constrained Markov decision problem. Note that the system basically resembles an M/M/1 queueing system with state-dependent service rates. For this system, due to Little’s Law, we can relate the number of customers $L$ in the system to the sojourn time in the system $W$ by $E[L] = EW$ (see Little [15]). In order to get $E[L]$, one can take $x$ as cost function in the Markov decision problem. Hence, to obtain the expected sojourn time $EW$ it suffices to have as cost function $c_3(x) = x/\lambda$. To solve the constrained problem we use the Lagrange multiplier approach described in Section 12.6 of Altman [3]. Let $\mathcal{L}$ be the Lagrange multiplier, then the dynamic programming operator $T$ acting on $V_\mathcal{L}$ is defined as follows:

$$TV_\mathcal{L}(x) = \lambda V_\mathcal{L}(x + 1)$$

$$+ \min_{a \in A} \left\{ \mu(a) V_\mathcal{L}(\lfloor x - 1 \rfloor^+) + (\mu(A) - \mu(a)) V_\mathcal{L}(x) + c_2(a) \right\}$$

$$+ c_1(x) + \mathcal{L} c_3(x)$$

$$= \lambda V_\mathcal{L}(x + 1)$$

$$+ \min_{a \in A} \left\{ \mu(a) V_\mathcal{L}(\lfloor x - 1 \rfloor^+) + (\mu(A) - \mu(a)) V_\mathcal{L}(x) + c_2(a) \right\}$$

$$+ c_1^f(x),$$

with $c_1^f(x) = c_1(x) + \mathcal{L} c_3(x)$ a convex increasing function. Note that the cost function is similar in structure to that of Equation (5). Hence, Lemma 3.2, Theorem 3.1, and Theorem 3.2 apply to this case as well. Thus, for every value of $\mathcal{L}$ the optimal policy is a non-decreasing curve. Note that when for a given $\mathcal{L}$ an optimal policy has been derived by iterating Equation (7), one can obtain the mean sojourn time $EW$ by fixing the policy in Equation (7) while setting $c_1 = c_2 = 0$ and $\mathcal{L} = 1$. In Theorem 3.3 below, we will show that the maximizing allocation actions in Equation (7) increase with $\mathcal{L}$, which will imply that the mean sojourn time $EW$ decreases in $\mathcal{L}$ since more processors are being allocated. In order to obtain Theorem 3.3, we first need to prove the following two technical lemmas.

**Lemma 3.3:** $V_\mathcal{L}(x)$ is increasing in the Lagrange multiplier $\mathcal{L}$ for all $x \in \mathcal{X}$.

**Proof:** To prove this lemma, we only need to prove that if $\mathcal{L}' > \mathcal{L}$ then $V_{\mathcal{L}'}(x) \geq V_\mathcal{L}(x)$ for all $x$. This is proven by induction in $n$. Let $V_{\mathcal{L}}^0(x) = V_{\mathcal{L}'}^0(x) = 0$ for all $x$. Note that $V_{\mathcal{L}'}^n(x)$ is defined similar as $V_n(x)$. Then, the lemma holds for $n = 0$. Assume it holds for $n = k$. We prove it also holds for $n = k + 1$. Define $T_{a(\mathcal{L})}(x) = \mu(a) V_{\mathcal{L},k}(\lfloor x - 1 \rfloor^+) + [\mu(A) - \mu(a)] V_{\mathcal{L},k}(x) + c_2(a)$. Then, for $x \geq 0$, we have

$$V_{\mathcal{L},k+1}(x) - V_{\mathcal{L},k+1}(x) = \lambda \left[ V_{\mathcal{L},k}(x + 1) - V_{\mathcal{L},k}(x + 1) \right]$$

$$+ \min_{a \in A} \left\{ T_{a(\mathcal{L})}(x) - \min_a T_{a(\mathcal{L})}(x) + (\mathcal{L}' - \mathcal{L}) c_3(x) \right\}$$

$$\geq \min_{a \in A} T_{a(\mathcal{L})}(x) - \min_a T_{a(\mathcal{L})}(x).$$

The inequality above holds because the term between the brackets is non-negative due to the induction hypothesis and the last term follows by the as-
The first inequality holds due to the induction hypothesis. The second inequality therefore, by induction we derive that

\[
V_{L', k+1}(x) - V_{L, k+1}(x) \geq T^k_{a^*(L')}(x) - \min_a T^k_{a(L)}(x)
\]

\[
\geq T^k_{a^*(L')} - T^k_{a^*(L)}(x)
\]

\[
= \mu(a^*)V_{L', k}([x-1]^+) + [\mu(A) - \mu(a^*)]V_{L', k}(x) + c_2(a^*)
- \mu(a^*)V_{L, k}([x-1]^+) - [\mu(A) - \mu(a^*)]V_{L, k}(x) - c_2(a^*)
\]

\[
= \mu(a^*)[V_{L', k}([x-1]^+) - V_{L, k}([x-1]^+)]
+ [\mu(A) - \mu(a^*)][V_{L', k}(x) - V_{L, k}(x)]
\]

\[
\geq 0.
\]

Therefore, by induction we derive that \( V_{L'}(x) \geq V_{L}(x) \).

Lemma 3.3 shows that the relative value function is increasing in the Lagrange multiplier. This result is needed to show that the relative value function is also supermodular, as the following lemma shows.

**Lemma 3.4:** If \( L' > L \), then

\[
V_{L'}(x + 1) - V_{L'}(x) - V_{L}(x + 1) + V_{L}(x) > 0,
\]

for all \( x \in X \).

**Proof:** This lemma is proven by induction. Let \( V_{L', 0}(x) = L'x \), and \( V_{L, 0}(x) = Lx \) for all \( x \). Clearly, \( V_{L', 0}(x + 1) - V_{L', 0}(x) - V_{L, 0}(x + 1) + V_{L, 0}(x) = L' - L > 0 \).

Assume it holds for \( n = k \). Now, we prove it holds for \( n = k + 1 \). Define \( T^k_{a(L)}(x) = \mu(a)V_{L, k}([x-1]^+) + [\mu(A) - \mu(a)]V_{L, k}(x) + c_2(a) \). For all \( x \geq 0 \), we have

\[
V_{L', k+1}(x + 1) - V_{L', k+1}(x) - V_{L, k+1}(x + 1) + V_{L, k+1}(x)
\]

\[
= \lambda[V_{L', k}(x + 2) - V_{L', k}(x + 1) - V_{L, k}(x + 2) + V_{L, k}(x + 1)]
+ \min_a T^k_{a(L')} + \min_a T^k_{a(L)} - \min_a T^k_{a(L')}(x) + \min_a T^k_{a(L)}(x)
+ L'c_3(x + 1) - Lc_3(x) + Lc_3(x)
\]

\[
> \min_a T^k_{a(L')} + \min_a T^k_{a(L)} - \min_a T^k_{a(L')}(x) + \min_a T^k_{a(L)}(x)
+ \lambda[L' - L][c_3(x + 1) - c_3(x)]
\]

\[
\geq \min_a T^k_{a(L')}(x + 1) - \min_a T^k_{a(L')}(x) - \min_a T^k_{a(L)}(x + 1) + \min_a T^k_{a(L)}(x).
\]

The first inequality holds due to the induction hypothesis. The second inequality holds because \( L' > L \) and \( c_3(x) \) is an increasing function in \( x \). Let \( a^* =...
arg \min_a T_{a,L'}^k(x + 1) and \(b^* = \arg \min_a T_{a,L'}^k(x)\). Then we have

\[
V_{L',k+1}(x + 1) - V_{L',k+1}(x) - V_{L,k+1}(x + 1) + V_{L,k+1}(x)
\]  
\[
> T_{a_L,L'}^k(x + 1) - \min_a T_{a,L'}^k(x) - \min_a T_{a,L}^k(x + 1) + T_{b_L,L'}^k(x)
\]  
\[
\geq T_{a_L,L'}^k(x + 1) - T_{b_L,L'}^k(x) - T_{a_L,L}^k(x + 1) + T_{b_L,L}^k(x)
\]  
\[
= \mu(a^*[V_{L',k}(x) - V_{L,k}(x)] + [\mu(A) - \mu(a^*)][V_{L',k}(x + 1) - V_{L,k}(x + 1)]
\]  
\[
- \mu(b^*[V_{L',k}(x + 1) - V_{L,k}(x + 1)]
\]  
\[
+ \mu(A)[V_{L',k}(x + 1) - V_{L,k}(x + 1) - V_{L',k}(x) + V_{L,k}(x)]
\]  
\[
> [\mu(A) - \mu(a^*)][V_{L',k}(x + 1) - V_{L,k}(x + 1) - V_{L',k}(x) + V_{L,k}(x)] \geq 0.
\]

Hence, using mathematical induction we have proved the lemma. Additionally, at the boundaries of the state space, one also needs that the value function is increasing in \(L\) as shown in Lemma 3.3.

We are now ready to prove the monotonicity result of the relative value function, i.e., when the Lagrange multiplier increases, and thus places more emphasis on the holding costs, the number of allocated processors also increases.

The following theorem formalizes this statement.

Theorem 3.3: Let \(T_{a,L'}(x) = \mu(a) V_{L}([x-1]+) + [\mu(A) - \mu(a)] V_{L}(x) + c_2(a)\).

If \(L' > L\), then \(\arg \min_a T_{a,L'}(x) \geq \arg \min_a T_{a,L}(x)\) for all \(x \in \mathcal{X}\).

Proof: The proof is by contradiction. Let \(x > 0\) and suppose that \(a' := \arg \min_a T_{a,L'}(x) < a := \arg \min_a T_{a,L}(x)\). Then, since \(T_{a,L'}(x) \geq T_{a',L'}(x)\), we have

\[
T_{a,L'}(x) - T_{a',L'}(x) = [\mu(a') - \mu(a)] [V_{L'}(x) - V_{L'}([x-1]+)]
\]  
\[
+ [c_2(a') - c_2(a)]
\]  
\[
\geq 0.
\]

Together with relation (8) and using the fact that \(\mu\) is an increasing function, we have

\[
T_{a,L}(x) - T_{a,L'}(x) = [\mu(a) - \mu(a)] [V_{L}(x) - V_{L}([x-1]+)] - [c_2(a') - c_2(a)]
\]  
\[
> [\mu(a') - \mu(a)] [V_{L'}(x) - V_{L'}([x-1]+)] - [c_2(a') - c_2(a)]
\]  
\[
\geq 0,
\]

which implies that \(a \neq \arg \min_a T_{a,L}(x)\), which is in contradiction with the assumption. The case \(x = 0\) results in \(T_{a,L}(0) - T_{a',L'}(0)\) being independent of \(L\) and \(L'\). Hence, the minimizing actions can be chosen the same.

There is a difference in the optimal policy between the one in the unconstrained case and in the constrained case. Note that due to Theorem 3.3 a
higher value of the Lagrange multiplier $\mathcal{L}$ implies that the mean sojourn time $\mathbb{E}W$ decreases because more processors are allocated. Therefore, there is a $\mathcal{L}^*$ for which $\mathbb{E}W_{\mathcal{L}^*} \geq \alpha'$ and $\mathbb{E}W_{\mathcal{L}^* + \epsilon} < \alpha'$ for a small $\epsilon > 0$, where $\mathbb{E}W_{\mathcal{L}}$ is the mean sojourn time under Lagrange parameter $\mathcal{L}$. Observe that $\mathbb{E}W_{\mathcal{L}}$ is not a continuous function of $\mathcal{L}$, because the optimal policy does not change continuously with $\mathcal{L}$ but changes at specific values. In the constrained case, the optimal policy is to randomize between the associated policies $\pi(\mathcal{L}^*)$ and $\pi(\mathcal{L}^* + \epsilon)$ so that exactly $\mathbb{E}W = \alpha'$ is achieved. The optimal policy thus randomizes between two step-function policies (see [3] for a proof).

Note that we analyzed the optimal actions for station 1 independently of the state at station 2. However, in our formulation we can see that the first station has influence on the policy in station 2. The higher the time $\beta$ is spent at station 1, the tighter the constraint in station 2 becomes through $\alpha' = \alpha - \beta$.

In the next section we shall illustrate how the optimal policy for the constrained problem is derived and how this tighter constraint affects the optimal policy.

4. Numerical experiments

In the previous sections we dealt with station 1 and station 2 separately. Although, the analysis has been done separately, the performance of the system of both stations, in reality, is dependent on each other as was shown in Section 3.2. In this section we will validate the performance of the decomposed model in which we split up the real system with the simulated performance of the real system and perform a numerical comparison of the optimality. We will illustrate how variability in the service duration $R$ and the set-up time $T$ affects the policy in station 2.

4.1. Accuracy of the approximation

In Section 2 we described the model as a system in which customers get service in two steps. First, the customer receives service in step 1 in which a controller has to decide on the reservation time. Then, the customer, while still blocking the service facilities in step 1, receives service in step 2 in which a controller has to decide on the number of allocated computing resources. We have split up this system into two parts and added the sojourn times of each part to each other. In doing so we make an error in the performance as compared to the real system as described in the end of Section 2.

First, we study how big the error is in the performance when we split up the system as compared to the real system. To this end, we derive the policy used in both cases by using $s^*$ from Lemma 3.1 and $\pi^*$ from the decomposed model as discussed in Section 3.2. Then, let $w_{\text{real}} = C(s^*) + \mathbb{E}_{s^*, \pi^*}[c_3(X_\infty)]$ denote the mean sojourn time of the real system (that we obtain by simulation), and $w_{\text{model}} = C(s^*) + \mathbb{E}_{\pi^*}[c_3(X_\infty)]$ denote the mean sojourn time that a customer spends in step 1 and 2 together as obtained from the decomposed model. Note that the simulations have been run sufficiently long to ensure that the results
shown in the following tables are significant. Table 1 depicts the relative error

$$\Delta w := \frac{w_{\text{real}} - w_{\text{model}}}{w_{\text{real}}} \times 100\%,$$

when we split up the system, for various values of $\lambda, \mu, \delta,$ and $\gamma$ (assuming exponential distributions for $R, T$) using the policy that achieves $w_{\text{model}} = \alpha$ under minimal costs obtained in the decomposed model, with the cost functions specified in experiment 1 of Table 3. The results of Table 1 show that the approximation works particularly well for high values of $(\delta, \gamma)$, but tends to degrade for smaller values. This is due to the fact that the two-step approach neglects the potential waiting time for availability of the service in the first step upon arrival epochs. This effect becomes more apparent for smaller values of $(\delta, \gamma)$ and for a higher utilization of the system. Note that the higher values of $(\delta, \gamma)$ (i.e., the service times in step 1 are relatively short in comparison) reflect realistic values of system parameters that are used in real applications (e.g., iris scan and fingerprint applications). This underlines the applicability of the decomposed model in practice.

Second, we assess the accuracy of the approximation for our cost function defined in (1). To this end, let $c_{\text{real}} = \mathbb{E}_{s^*, \pi^*}[c_1(X_\infty) + c_2(A_\infty)]$ denote the mean cost of the real system (that we obtain by simulation), and $c_{\text{model}} = \mathbb{E}_{\pi^*}[c_1(X_\infty) + c_2(A_\infty)]$ denote the mean cost that a customer encounters in step 1 and 2 together as obtained from the decomposed model, where $s^*$ and $\pi^*$ are obtained similarly as in the comparison of $w$ above. Table 2 depicts the relative error

$$\Delta c := \frac{c_{\text{real}} - c_{\text{model}}}{c_{\text{real}}} \times 100\%,$$

under the same parameter scenarios and policies as used in Table 1, and with the cost functions defined as in Table 3. Table 2 shows similar results as those in Table 1, namely the approximation works well for high values of $(\delta, \gamma)$ and degrades for smaller values. The different signs in the table indicate that the costs curves for the real system and the model do not completely coincide, but are slightly shifted relative to each other. The insight obtained from Table 1 and 2 is that for our problem (1), both the cost and the sojourn time show similar behavior, in particular for high values of $(\delta, \gamma)$. This insight suggests that the optimal policy in the decomposed model is a good approximation to the optimal policy in the real system. In order to validate this, we compare the performance under the optimal policy in the real system with the performance in the decomposed model when this same policy would be applied here. The derivation of the optimal policy in the real system is computationally intractable for large values of $A$. Therefore, we construct a small-sized problem with $A = 5$ such that enumerating over all relevant values of $s$ and all monotone increasing step functions for the processor allocation becomes tractable.

The results of this experiment are in agreement with the results of Table 1 and 2. To explain in greater detail where differences in the performance occur, we discuss the extreme scenarios in more detail below. We focus on $\lambda = 0.5,$
Table 1: The relative error \( \Delta w \) for different parameter values with \( \mu(a) = \mu a \).

<table>
<thead>
<tr>
<th>( \lambda = 0.5 )</th>
<th>( \mu )</th>
<th>( (8, 12) )</th>
<th>( (12, 20) )</th>
<th>( (16, 24) )</th>
<th>( (20, 32) )</th>
<th>( (24, 40) )</th>
<th>( (28, 48) )</th>
<th>( (32, 56) )</th>
<th>( (36, 64) )</th>
<th>( (40, 64) )</th>
<th>( (44, 64) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>13.0%</td>
<td>8.3%</td>
<td>6.3%</td>
<td>4.9%</td>
<td>4.1%</td>
<td>3.5%</td>
<td>2.9%</td>
<td>2.3%</td>
<td>2.1%</td>
<td>2.1%</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>7.6%</td>
<td>4.8%</td>
<td>3.6%</td>
<td>2.7%</td>
<td>2.3%</td>
<td>1.9%</td>
<td>1.6%</td>
<td>1.4%</td>
<td>1.2%</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>8.6%</td>
<td>5.7%</td>
<td>4.2%</td>
<td>3.2%</td>
<td>2.6%</td>
<td>2.3%</td>
<td>2.0%</td>
<td>1.7%</td>
<td>1.5%</td>
<td>1.4%</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>8.2%</td>
<td>5.5%</td>
<td>4.4%</td>
<td>3.5%</td>
<td>2.9%</td>
<td>2.6%</td>
<td>2.3%</td>
<td>2.0%</td>
<td>1.9%</td>
<td>1.7%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \lambda = 0.7 )</th>
<th>( \mu )</th>
<th>( (8, 12) )</th>
<th>( (12, 20) )</th>
<th>( (16, 24) )</th>
<th>( (20, 32) )</th>
<th>( (24, 40) )</th>
<th>( (28, 48) )</th>
<th>( (32, 56) )</th>
<th>( (36, 64) )</th>
<th>( (40, 64) )</th>
<th>( (44, 64) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>22.8%</td>
<td>15.1%</td>
<td>11.3%</td>
<td>8.8%</td>
<td>6.3%</td>
<td>5.3%</td>
<td>4.9%</td>
<td>4.3%</td>
<td>4.1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>12.0%</td>
<td>7.5%</td>
<td>5.6%</td>
<td>4.3%</td>
<td>3.5%</td>
<td>2.9%</td>
<td>2.5%</td>
<td>2.2%</td>
<td>2.0%</td>
<td>2.0%</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>10.5%</td>
<td>6.5%</td>
<td>4.9%</td>
<td>3.7%</td>
<td>3.0%</td>
<td>2.5%</td>
<td>2.2%</td>
<td>1.9%</td>
<td>1.7%</td>
<td>1.6%</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>11.6%</td>
<td>7.8%</td>
<td>6.0%</td>
<td>4.8%</td>
<td>4.1%</td>
<td>3.6%</td>
<td>3.2%</td>
<td>2.8%</td>
<td>2.5%</td>
<td>2.4%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \lambda = 1.0 )</th>
<th>( \mu )</th>
<th>( (8, 12) )</th>
<th>( (12, 20) )</th>
<th>( (16, 24) )</th>
<th>( (20, 32) )</th>
<th>( (24, 40) )</th>
<th>( (28, 48) )</th>
<th>( (32, 56) )</th>
<th>( (36, 64) )</th>
<th>( (40, 64) )</th>
<th>( (44, 64) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>38.0%</td>
<td>25.9%</td>
<td>19.4%</td>
<td>15.5%</td>
<td>12.6%</td>
<td>10.9%</td>
<td>9.5%</td>
<td>8.5%</td>
<td>7.6%</td>
<td>7.1%</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>20.0%</td>
<td>12.7%</td>
<td>9.4%</td>
<td>7.5%</td>
<td>6.0%</td>
<td>5.0%</td>
<td>4.4%</td>
<td>3.8%</td>
<td>3.5%</td>
<td>3.2%</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>17.5%</td>
<td>11.4%</td>
<td>8.3%</td>
<td>6.5%</td>
<td>5.3%</td>
<td>4.5%</td>
<td>3.9%</td>
<td>3.4%</td>
<td>3.1%</td>
<td>2.8%</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>17.1%</td>
<td>11.3%</td>
<td>8.6%</td>
<td>6.8%</td>
<td>5.7%</td>
<td>4.7%</td>
<td>4.1%</td>
<td>3.6%</td>
<td>3.2%</td>
<td>2.9%</td>
<td></td>
</tr>
</tbody>
</table>

\mu = 1.2, and the two scenarios \((\delta, \gamma) = (8, 12)\) and \((\delta, \gamma) = (44, 64)\). In the case with \((\delta, \gamma) = (8, 12)\), the unconstrained optimization leads to a relative difference of 2.6% in cost \((\Delta_c)\) and 7.7% in mean sojourn time \((\Delta_w)\). When we add a constraint with \(\alpha = 1.2\), the differences are 8.0% and 7.7% for the cost and mean sojourn time, respectively. In the case with \((\delta, \gamma) = (44, 64)\), the unconstrained optimization has relative differences 0.58% and 1.85% for the cost and sojourn time, respectively. For the constrained problem with \(\alpha = 1.06\), the relative differences are 0.02% and 0.93%. In conclusion, the approximate two-step approach has a reasonable performance, and works particularly for realistic parameter values.

4.2. The effect of variability in \( R \) and \( T \)

In this section, we illustrate the effect of the variability in \( R \) and \( T \) on the time spent at station 1. By Lemma 3.1 we know that \( s^* \) only depends on these variables through their mean, but the time spent at the station also takes into consideration the second moment of \( R \) and \( T \). Therefore, we take for \( R \) and \( T \) distributions that increase in the coefficient of variation \( c^2 \). More specifically, we take for \( R \) and \( T \) a deterministic, exponential, hyper-exponential, and hyper-exponential distribution with \( c^2 = 0, 1, 2, \) and 4, respectively, while keeping the mean constant. Figure 4 shows \( \beta \), obtained by explicitly calculating \( E(\max\{R, s^* + T\}) \), as a function of the \( c^2 \) for \( T \) (with mean 2/3). The four curves correspond to the different distributions of \( R \) (with fixed mean 1). We also did experiments with distributions for \( T \) with mean 1 and 6/5, and they gave similar curves. The graph shows that the increase in the coefficient of variation for \( R \) and/or \( T \) results in a larger sojourn time \( \beta \) that grows in a non-linear concave manner.

Now that we know how the distributions affect the \( \beta \) and thus the constraint level \( \alpha' = \alpha - \beta \), we focus our attention to station 2 to gain further insight into
Table 2: The relative error $\Delta_c$ for different parameter values with $\mu(a) = \mu a$.

<table>
<thead>
<tr>
<th>$\lambda = 0.5$</th>
<th>$\mu$</th>
<th>$(\delta, \gamma)$</th>
<th>$(\delta, \gamma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4</td>
<td>(8, 12) (12, 20) (16, 24) (20, 32) (24, 40) (28, 48) (32, 56) (36, 64) (40, 64) (44, 64)</td>
<td>(8, 12) (12, 20) (16, 24) (20, 32) (24, 40) (28, 48) (32, 56) (36, 64) (40, 64) (44, 64)</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>10.24% 6.44% 4.36% 3.18% 2.81% 2.36% 1.69% 1.23% 1.16% 1.26%</td>
<td>19.23% 11.98% 8.58% 6.78% 5.34% 4.48% 3.99% 3.61% 3.15% 2.75%</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>1.80% 1.45% 0.79% 0.35% 0.23% 0.08% 0.01% 0.21% 0.20% 0.03%</td>
<td>7.66% 3.77% 2.36% 1.70% 1.48% 0.80% 0.79% 0.69% 0.63% 0.63%</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>3.76% 1.24% 0.30% 0.12% -0.23% -0.21% -0.27% -0.33% -0.24% -0.30%</td>
<td>6.11% 2.00% 0.77% 0.26% 0.01% -0.22% -0.26% -0.19% -0.28% -0.32%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda = 0.7$</th>
<th>$\mu$</th>
<th>$(\delta, \gamma)$</th>
<th>$(\delta, \gamma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4</td>
<td>(8, 12) (12, 20) (16, 24) (20, 32) (24, 40) (28, 48) (32, 56) (36, 64) (40, 64) (44, 64)</td>
<td>(8, 12) (12, 20) (16, 24) (20, 32) (24, 40) (28, 48) (32, 56) (36, 64) (40, 64) (44, 64)</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>19.23% 11.98% 8.58% 6.78% 5.34% 4.48% 3.99% 3.61% 3.15% 2.75%</td>
<td>17.26% 9.15% 6.08% 4.63% 3.66% 2.95% 2.56% 1.93% 1.71% 1.77%</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>7.66% 3.77% 2.36% 1.70% 1.48% 0.80% 0.79% 0.69% 0.63% 0.63%</td>
<td>5.73% 2.25% 1.25% 0.58% 0.12% 0.29% 0.21% 0.25% 0.04% 0.06%</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>6.11% 2.00% 0.77% 0.26% 0.01% -0.22% -0.26% -0.19% -0.28% -0.32%</td>
<td>13.07% 6.14% 3.64% 2.15% 1.71% 1.26% 1.12% 1.01% 0.79% 0.59%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda = 1.0$</th>
<th>$\mu$</th>
<th>$(\delta, \gamma)$</th>
<th>$(\delta, \gamma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4</td>
<td>(8, 12) (12, 20) (16, 24) (20, 32) (24, 40) (28, 48) (32, 56) (36, 64) (40, 64) (44, 64)</td>
<td>(8, 12) (12, 20) (16, 24) (20, 32) (24, 40) (28, 48) (32, 56) (36, 64) (40, 64) (44, 64)</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>35.41% 22.69% 16.37% 13.38% 10.36% 8.58% 7.57% 6.58% 6.00% 5.02%</td>
<td>17.26% 9.15% 6.08% 4.63% 3.66% 2.95% 2.56% 1.93% 1.71% 1.77%</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>17.26% 9.15% 6.08% 4.63% 3.66% 2.95% 2.56% 1.93% 1.71% 1.77%</td>
<td>13.07% 6.14% 3.64% 2.15% 1.71% 1.26% 1.12% 1.01% 0.79% 0.59%</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>11.81% 4.32% 2.01% 1.05% 0.22% -0.04% -0.15% -0.33% -0.43% -0.25%</td>
<td>11.81% 4.32% 2.01% 1.05% 0.22% -0.04% -0.15% -0.33% -0.43% -0.25%</td>
</tr>
</tbody>
</table>

Figure 4: The time spent at station 1 for different distributions of $R$ and $T$.

<table>
<thead>
<tr>
<th>Experiment 1</th>
<th>$c_1(x) = 10x^2$</th>
<th>$c_2(a) = 10a^2$</th>
<th>$\mu(a) = \sqrt{a}\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 2</td>
<td>$c_1(x) = \frac{1}{100}x^2$</td>
<td>$c_2(a) = 100\sqrt{a}$</td>
<td>$\mu(a) = a^2\mu$</td>
</tr>
</tbody>
</table>

Table 3: Functions for $c_1$, $c_2$, and $\mu$. The optimal resource allocation policy in the decomposed problem. Consider the following parameters for this station: $\lambda = 0.5$, $\mu = 0.7$, and $A = 85$ (this represents the number of processors in the DAS-3 cluster that we have used, see [1]). To illustrate the structure of the policies, we vary the structure of the functions for $c_1$, $c_2$, and $\mu$ as given in Table 3. Experiments 1 and 2 satisfy
the conditions of Theorem 3.1 and 3.2, respectively. The corresponding optimal resource policies in the decomposed problem, that are obtained through value iteration as described in Section 3.1, are illustrated in Figure 5(a) and (b). Figure 5(a) shows that the optimal resource strategy \( \alpha^* \) is a non-decreasing function in \( x \), while Figure 5(b) illustrates the bang-bang control policy.

Figure 5 illustrates the optimal policy in case of the unconstrained Markov decision problem, and the service level constraint is thus not taken into account. When the service level constraint is added, the policy changes to a more conservative strategy in which more processors are used to provide the guarantee on the sojourn time. To get insight into how the optimal policy changes, we vary \( L \) to study this effect for experiment 1 in Table 3. For \( L = 0 \) we get the unconstrained policy that is already depicted in Figure 5(a) with \( g = 43.655 \) and \( \mathbb{E}W = 1.987 \). As \( L \) increases, the policy changes at \( L = 0.94 \) with corresponding values \( g = 43.690 \) and \( \mathbb{E}W = 1.949 \). Figure 6(a) shows how the policy differs from the previous policy; the dotted line is the policy for \( L = 0 \) and the solid line depicts the policy for \( L = 0.94 \). The policy differs in state 4 by using an additional server to serve the customers. Hence, to achieve \( 1.949 < \mathbb{E}W < 1.987 \), one has to randomize between the two policies. As \( L \) increases, the policy becomes more conservative, in the sense that more computing resources are used in an earlier stage. Figure 6(b) depicts exactly this situation where \( L = 5.00 \) is used.

To better understand the trade-off in the reduction in the average costs \( g \) and the improvement in the mean sojourn time, we depict both quantities as a function of \( L \) in Figure 7. The figure shows that in the initial increment of \( L \) the improvement in the mean sojourn time is the biggest, whereas the biggest increase in the average costs occurs for even bigger values of \( L \). Hence, one can balance both quantities by choosing an appropriate value of \( L \) such that the biggest improvements in the mean sojourn time are obtained while the increment in costs is relatively small. Moreover, the figure can also be used to determine the right value of \( L \) for a given \( \alpha' \). In combination with Figure 4
this provides a complete picture of how the variability in $R$ and $T$ affects the approximation with respect to the allocation of processors in station 2.

5. Conclusion and further discussion

In this paper we have explored the optimal resource allocation problem in time-reservation systems. In such systems one needs to optimize the resource-allocation costs and reservation moments simultaneously on the one hand while satisfying a QoS constraint on the sojourn time of a job on the other hand. We decompose the problem into two parts and derive an optimal policy. This optimal policy serves as an approximation for the optimal policy in the original problem posed. For the decomposed problem, we first showed that the optimal reservation moment is given by the difference of the mean service time and the mean reservation time. However, the sojourn time at the first station does take into account the second moment as well. Then, we applied dynamic programming to show that the optimal resource allocation policy in the decomposed problem follows a step function with as extreme policy the bang-bang control
for given structures of the cost function and the service rate. Extensive numerical experiments show that the optimal policy in the decomposed problem has nearly optimal performance as compared to the performance of the optimal policy in the real system.

Next, we mention several interesting avenues for further research. The work described in this paper is part of a much larger realistic problem that exists in practice. In our current work, we focus on only one facility that uses a number of computing resources to provide a service under a QoS-constraint to its customers, whereas in practice more than one facility may exist sharing the same computing resources. This creates dependence between the different facilities and the decision maker may not observe the state of all facilities. This warrants new stochastic control methodologies that deal with this dependence and partial information in which the insights obtained in this paper can be very useful. Moreover, the decisions can be taken in a centralized or a decentralized manner.

In addition to having multiple facilities, the number of computing nodes may not be sufficient in all situations. In view of limited processing capacity new interesting problems from the server’s point of view need to be addressed. 1) one could dynamically add computing nodes to the system. However, this takes a significant setup time which needs to be taken into account. When does the system need to add/remove processing capacity? 2) in light of time-varying parameters, such as the arrival rates, the algorithm also needs to be robust avoiding oscillations through, e.g., hysteresis. 3) The limited processing capacity also comes with a scheduling problem when many facilities share the same resource.
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