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PHYSICAL BACKGROUND

1. The wave equation in one dimension

In this section we derive the equations of motion for a vibrating string and a
vibrating membrane.

Consider a string which we assume to be described as the graph of a function of
x (space) and t (time):
y = u(z,t).

Vertical external forces acting on a piece of the string between x = a and x = b,
(a,b) for short, may be described as

b
/f(x,t)dm (in positive y—direction).

Here f(x,t) is the force per unit of lenght, and u, = du/dx is assumed to be small,
so that the arc lenght

1+ (%)2 dr ~ dz.

Now what are the internal forces acting on (a,b)?

In x = a we have a tangential force proportional to the strain,

Fam o) s (o)

Similarly, at « = b,

Fy = o(b) H;u%(b) (u:(b))

Assuming again that u, is small, the total internal force acting on (a,b) is given

by - 1 1
Fo®)(, ) = (i)

Newton’s law says that the combined forces determine the change of impuls mo-
ment. Ignoring motion in the x-direction, we conclude that o(a) = o(b), and since
a,b where arbitrary,

o(x) =0 is constant.

Thus the impuls moment of (a,b) has only a y-component, given by

/p@é%@ﬁwz
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where p(x) is the mass density of the string per unit lenght, so that

d [° ou ou ou b
it /. p(x )815 (xz,t)dx = a(b)%(b, t) — a(a)a—x(a,t) —l—/a f(z,t)dx
or, assuming also p(x) = p is a constant,

b 32 Pui b9 a
8152 8x ox

a

J;tdx+/fxt

Again, since a and b are arbitrary, we conclude that

0%u 0%u
a2 1.1

which is the one-dimensional inhomogeneous wave equation.

2. The wave equation in more dimensions

Next we consider a vibrating membrane. We examine where the derivation above
has to be adjusted. Instead of y = u(x,t) we have

z =u(z,y,t),

and instead of (a, b) we take a small open disk D in the (z, y)-plane. The horizontal
internal force acting on the piece corresponding to D is given by, again assuming
that u, and u, are small,

]{ o(z,y)v(z,y)dSs,
oD

Here v is the outward normal, dS is the arc lenght, 9D is the boundary of D, and
o is the strain. By the vector valued integral version of the divergence theorem,
this equals

/D Vo(z,y)d(z,y),

which has to be zero again, because we neglect motion in the horizontal directions.
But D is arbitrary so Vo = 0, i.e. o(z,y) = o is constant. The vertical internal
force acting on D is then

0]{ Vu(z,y,t) - vz, y)dS =
oD

(by the divergence theorem)

J/DAu(a:,y,t) d(x,y).
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Here V and A act only on = and y, but not on t. The inhomogeneous wave
equation in two (and in fact any n) dimensions thus reads

0%u

3. Conservation laws and diffusion

Let 2 C R? be a bounded domain, i.e. a bounded open connected set. We assume
Q) is filled with some sort of diffusive material, with concentration given by

c=c(z,t) = c(x1, 9, x3,1),

where x is space, t is time. Motion is then usually described by the mass flux

The direction of ® coincides with the direction of the motion, and its magnitude
says how much mass flows through a plane perpendicular to ®, per unit of surface
area.

If we consider any ball B contained in 2 and compute what comes out of B per
unit of time, we find

?{ @(w,t)y(x)dS(a:):/ div®(z,t)dx =
OB B

}d(flfl, x2, 'T3)'

/{8@1 xT, t 8@2(1‘,75) 4 6@3((L’,t)
o0x1 0x2 Oz

Assuming that new material is being produced in €2, and that per unit of time the
production rate in any disk B is given by

/B oz )da,

we have by the conservation of mass principle

d
— c(x,t)da::—/ div@(a:,t)da:—i—/ q(z, t)dt.

B
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Since B was arbitrary, we find

% = —diV@(x,t) + Q(xvt)7 (31)

which is commonly called a conservation law.

This conservation law has to be combined with some sort of second relation be-
tween the concentration ¢ and the flux ® in order to arrive at a single equation for
c. An example of such a relation is the principle of diffusion which says that mass

flows from higher to lower concentrations, i.e. the flux ® and the gradient of the
concentration, point in opposite directions:

$ = —DVC. (3.2)

Here D > 0 is the diffusion coefficient, which may depend on space, time, etc.
In the simplest case D is a constant. Substituting this second relation in the
conservation law we obtain, if D is a constant,

% =div DVc+q = DAc+q. (3-3)

Because a similar derivation can be given for the flow of heat in a physical body,
this equation is often called the inhomogeneous heat equation.

PART 2: THE WAVE EQUATION
4. The Cauchy problem in one space dimension

For u = u(x,t) we consider the equation
Ut — gy = 0, (4.1)

where ¢ € RT is fixed and x and t are real variables. We change variables by
setting

E=xz+ct, n=x—ct. (4.2)
Then
ox 0¢  On ot oc  on’
so that ) ) ) ) )
ot? 0x? 0&? 0&0n on?
2 2 2 2
_628_ _ 2 2 a _ C2 8 (2 )2 a ,
0&? 0§ on? §0n



and (4.1) reduces to
Ugy = 0. (4.3)

Formally then every function of the form

u(z,t) = f(§) +9n) = flz+ct) + g(z — ct), (4.4)
is a solution. The lines & = constant and 1 = constant are called characteristics .
Next consider the initial value problem

Ut — Uy =0 2, €R;
(CP) < u(z,0) = a(z) r €R;
ue(z,0) = B(x) x € R.

This is usually called the Cauchy problem for the wave equation in one space
dimension. To solve (CP) for given functions o and [ we use (4.4). Thus we have
to find f and g such that

a(z) =u(z,0) = f(z) +g(x) and B(x) =wu(z,0) = cf'(x) — cg'(2).

It is no restriction to assume that f(0) — ¢g(0) = 0. Hence

f@) = gte) =+ [ Bds and f(o) +(0) = a)

Solving for f and g we obtain

1

fl) = sale) + o / B(s)ds and g(x) = Jalz) o / " B(s)ds.

Here the only restriction on the functions o and 3 is that the latter one has to be
locally integrable. Using (4.2) and (4.4) we conclude that

x+ct
u(x,t) = %{a(x + ct) + a(z —ct)} + 2ic /_ t B(s)ds. (4.5)

Clearly, u defined as such, satisfies u(x,0) = a(z), and if « is differentiable, and
[ continuous, then

ug(z,t) = %{ca'(w +ct) —cd/(z —ct)} + Qic{cﬁ(x + ct) + cB(z — ct) },

so that w(z,0) = [(x).

For the (1.1) to be satisfied in a classical way, i.e. for u; and u., to be continuous,
we need « to be twice and (8 to be once continuously differentiable. We summarize
these results in the following theorem.



4.1 Theorem Let o € C?(R) and 3 € C'(R). Then problem (CP) has a unique
solution u € C?(R x R), given by

T+ct
u(z,t) = %{a(x +ct) + a(z —ct) } + 2ic / B(s)ds.

The right hand side of this expression is defined for all a : R — R and all locally
integrable §: R — R.

Proof The derivation of the formula is correct if u is a twice continuously differ-
entiable solution and it is easy to check that under the hypotheses u as defined in
the theorem is indeed such a solution. =

4.2 Corollary Suppose supp aUsupp 5 C [A, B]. Thensuppu C [A—ct, B+ct],
for t > 0,

5. The inhomogeneous wave equation in dimension one
Next we consider the Cauchy problem for the inhomogeneous wave equation,

Upg — g = @(x,1) 2,1t € R;
(CP) ] u(x,0) = a(x) z € R;
w(@,0)=Bz)  zeR.

for given functions «, 3, . We assume ¢ is integrable.

We shall derive a representation formula for the solution of (C'P;). To do so, fix
xo and ty > 0, and consider the triangle G in R x R bounded by the segments
C, = {Z‘—l’o = C(t—to),o <t < to}, Cy = {1’—1‘0 = —C(t—to),o <t < to}, and
I={t=0,20 —cto < x < 9+ tp}. Assume u is smooth and satisfies

—c?uy

Upy — gy = div ( > = o(x,t). (5.1)

Uy

Here x is the first, and ¢ the second coordinate. Applying the divergence theorem

we have 5
// o(z, t)dxdt :7{ <_C ux) v dS =
G oG U

(where v is the outward normal on 0G)

j{ (—c?u, dt —u; dr) :/ +/ —|—/(—02u$ dt — uy dx) =
oG Cq C2 I
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(using dx = cdt along Cy and dx = —cdt along C5)

/ (—cuy dr — cuy dt) —|—/ (cugzdx + cuy dt) + / —uy do =
C Co I

zo+cto

—ca(xg — cto) + 2cu(xg, to) — ca(xg + cto) — / B(s)ds.

o—cto

Thus problem (CF;) should have as a solution

z+ct z+c(t—7)
u(x,t) = —{a (x—ct)+a(z+ct) }+21c/ B(s )ds+2c/ /I @(&, T)dsdr.

ct c(t—r)

We have already investigated for which o and 3 this makes sense, so consider the
new term, which we denote by

z+c(t— T)
t) déd 5.2
(@ 20/ /a: e(t—7) T)dédr- (5:2)

For all locally integrable ¢ the function u, is well defined as a function of z € R
and t € R, and since ¢ is integrated over a domain in R X R with continuously
varying boundary, it is clear that u, € C(R x R), and that u,(z,0) = 0 for all
x € R. Also, the measure of G equals ct?, so that for locally bounded ¢,

uy(z,t) = O(t?) as t — 0,

uniformly on bounded z-intervals. In particular,

for all x € R.

Next we give conditions on ¢ for u, to be a classical solution of the inhomogeneous
wave equation. We assume that ¢ € C(R x R). Then

1 t z+c(t—T)
wy(z,t) = = / ot 7)drs glat, ) = / (6, 7)de,
2c 0 xz—c(t—T)
so that
5o (@0.7) = ezt oft = 7),7) — pla —clt 7). 7).
€T
and

dg

E(I’t’ﬂ =cp(x+c(t—71),7)+cp(x—c(t—1),7).



Thus g is differentiable with respect to x and ¢, with partial derivatives continuous
in z,t and 7. Hence

Ouyp 1 " g
ot ( Jt) — %g(ﬂj,t,t)ﬁ—% 0 8t(x t T)dT

= %/0 {o(x+c(t—7),7) +9(x —c(t — 7),7}dr,

which is continuous because ¢ is. Similarly we find that

ou,, 6g B
%(x,t) — e —(z,t,7)dT =

1t
5o [ At +elt = ).7) — pla — clt = 7),)}dr
0
is continuous. We conclude that u, € C*(R x R)).

If we want u, to be in C?(R x R), we need more regularity on ¢ because we have to
differentiate once more under the integral sign. This is allowed if ¢, is continuous.
Then

2
0%uy

52 (x,t) = p(x,t) /{ccpx x+c(t—71),7)— cpr(x —c(t —71),7)}HdT,

while

2
0%uy

Gt = 5o [ oo et =).7) = gale —clt = 7). 7))

so that indeed u, is a solution of the inhomogeneous wave equation.

5.1 Theorem Suppose a € C%(R), 3 € CY(R), p € C(RxR), and ¢, € C(RxR).
Then problem (C'P;) has a unique solution v € C?(R x R), which for ¢ > 0 is given
by

1 1 m—|—ct
u(ac,t):—{a(:r:—ct)-l—a(x-l—ct)}—i——/ d§+—// w(&, 7)d€ dr,
2 2c z—ct G(z,t)
where

G(z,t) ={(&7),0<7<t, [{—a| <c(t—1)}

Proof The derivation above is correct if u is a twice continuously differentiable
solution and we have seen that under the hypotheses u as defined in the theorem
is indeed such a solution. =
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6. Initial boundary value problems

We now consider the inhomogeneous wave equation
Uty = C2umx + (61)
on the strip {(z,t) : @ < < b}. Initial conditions are again of the form

u(z,0) = a(x) =€ (a,b);
(1c) {ut(:v,()) =p(x) =z € (a,b).

For (lateral) boundary conditions one can take any of the following four combina-
tions

6.1 Theorem For any T > 0 there is atmost one solution u € C?([a, b] x [0,T]) of

(6.1) satisfying the initial conditions (IC) as well as the lateral boundary conditions
(DD), (ND), (DN) or (NN).

Proof Assuming the existence of two different solutions we obtain, by subtraction,

the existence of a nontrivial solution u with boundary conditions given by A(t) =
B(t) =0, and a(x) = (x) = 0. Define the "energy” integral

1 rb
B(t) = 3 / (22 + u?Yda.
Then for all £ > 0,

dE " s oy 2
o (t) = | {cuzuz + upug tde = | {c*uzptze + upc ug, pdx

"o
= c2/a 2 (uguy) dr = ¢ [ugug)®=2 = 0.

Thus E(t) = E(0) = 0, so that u = 0.
Contradiction, because we assumed u to be nontrivial. =

For the construction of solutions we use the following lemma.

6.2 Lemma Let u € C?(¢J) for some open subset ¥ of R x R. Then v is a solution
of uyy = ug, in ¥, if and only if u satisfies the difference equation

u(lx —k,t—h)+ulx+k,t+h)= ulx—~h,t—k)+ulx+ht+k)

11



for all x,t, k, h such that the rectangle R with vertices A = (x — k,t — h), B =
(x+h,t+k),C=(x+k,t+h),and D = (x — h,t — k) is contained in J. (R is
called a characteristic rectangle, because its boundary consists of characteristics.)

Proof Suppose u solves usy = ty,. Then u is of the form u(z,t) = f(x+t)+g(x—t).
Since

fA+fC)=fle+t—h—k)+ f(r+t+h+Ek)= f(B)+ f(D),
and

9(A)+9(C) =gz —k—t+h)+gz+k—t—h)=g(B)+g(D),
it follows that w(A) + u(C) = u(B) + u(D).

Conversely, suppose u satisfies the difference equation for all characteristics rect-
angles R C v. Put h =0, then

u (x—k,t) = 2u(x,t) +ulr+k,t)  u(z,t—k)—2u(z,t)+u(z,t+k)

k2 k2

Using Taylor’s theorem with respect to the variable k in the numerators, we obtain,
as k — 0, that us; = ug,. This completes the proof of the lemma. =

With this lemma we can obtain a solution of the inhomogeneous wave equation
satisfying initial conditions (IC) and lateral boundary conditions (DD).

6.3 Theorem Let o € C?%([a,b]), B € C'([a,b]), A,B € C%*([0,00]), ¢, 0: €
C([a, b]) x [0,0¢]), and suppose that the following six compatibility conditions are
satisfied:

A"(0) = c®a”(a) + ¢(a,0) ; a(a) = A(0) ; A'(0) = f(a) ;
BY(0) = Pa”(8) + p(b,0) : a(b) = B(0) : B'(0) = 5(0).
Then the problem
Ut — CUyy = @ a<xz<b, t>0;
u(a,t) = A(t) ; u(b,t) = B(t) t>0;
u(z,0) = a(x) ; w(x,0) = F(x) a<x<b,

has a unique solution u € C?([a, b] x [0, 0)).

Proof It suffices to prove existence. First we reduce the problem to the case p = 0.
To do so we observe that we may assume that ¢ and ¢, belong to C(R x [0, 00))
by setting

o(z,t) = p(b,t) + p. (b, t)(x —b) for z > b,

12



and
o(z,t) = ¢(a,t) + gz (a, t)(x —a) for z < a.

We also assume without loss of generality that ¢ = 1. Taking the difference between
the unknown function u(x,t) and

3/ [, eenacar

and renaming this difference u again, we obtain a new problem, with new functions
A, B,a and (3, and with ¢ = 0, satisfying the same regularity and compatibility
conditions.

We construct a solution for 0 < ¢ < b—a. The square [a, b] x [0, b— a] if subdivided
by its diagonals into four triangles, which we number counterclockwise starting at
the bottom as I, I1, III and IV. To compute u in I, we use the formula

1 1 T+t
u(z,t) = {alz+t)+alz—1t)} + —/ B(s)ds.
2 2 r—t

We then define u for every (z,t) in I1 and IV using the difference equation in
Lemma 6.2 for characteristic rectangles with two vertices contained in I, one on
the lateral boundary, and the last one at (x,t¢). Then with u being determined for
every point in IT and IV, we extend wu to III using the difference equation again,
now applied to characteristic rectangles with one vertex in each triangle. This
defines a function u on [a,b] x [0,b — a].

Repeating the construction on [a,b] X [b — a,2(b — a)], etc., we obtain the value
of u(x,t) for every (z,t) in (a,b) x (0,00). We claim that u € C?([a, b] x [0, 00]),
and that uy = u,,. Clearly, because of the previous results it suffices to establish
u € C%([a,b] x [0,00]) This is left as an exercise.

7. The fundamental solution in one space dimension

We have seen that under appropriate conditions on «, 3 and ¢, the solution of

Utt — Ugy = (P(xat) 'Tat € R;

(CPF;) | u(z,0) =az) z €R;
u(z,0) = 5(x) z €R,
is given by
u(z,t) = ua(z,t) + ug(x, t) + up(x, t), (7.1)
where

-+t
walit) = jala+1) + gale— 0 ualet) =3 [ Hle)ds
r—t
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Note that u, is the solution of uy = uy, with u(z,0) = a(x) and u(x,0) =0, ug
of Uy = ugy with u(z,0) = 0 and u.(z,0) = B(x), and u, of uy = Uy, + ¢ with
u(x,0) = ug(2z,0) = 0. In fact these three different functions are constructed by
means of one (fundamental) solution. To see this we have to make a small detour
into the theory of distributions.

As an example we consider first the so-called Heaviside function:

(0 s<0;
H(S)_{l s > 0.

If we look at H as an element of L] (R), H(0) need not be defined. If we look
at H as a “maximal monotone graph” , we must set H(0) = [0,1]. We cannot
differentiate H in the class of functions, but we can in the class of distributions.
The “testfunctionspace” is defined by

D(R) = {¢ € C°°(R); ¢ has compact support}.
We say that for ¢,,,n = 1,2..., and ¢ in D(R),

Yy — 1 as n—oo in D(R),

if the supports of 1/}7(116) are uniformly bounded, and if w,(lk) — (%) uniformly on R
forall k=0,1,2,....

7.1 Definition A linear functional 7" : D(R) — R is called a distribution if
¥, — ¥ in D(R) implies that T, — T1.

Every ¢ € L} .(R) defines a distribution

loc

o0

Tuw=<%¢>:/ . (7.2)

Now suppose we take for ¢ a smooth function. Then

wa=<¢w>:/ ¢¢:—/ o = — <) >=-T,). (7.3)

In view of this property, the following definition is natural.

7.2 Definition Let T': D(R) — R be a distribution. Define 7" : D(R) — R by
T'(¢p) = =T(¢"). Then T" is called the distributional derivative of T'. Note that
T’ is again a distribution.
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7.3 Example Let H be the Heaviside function. Then
Tul) =< Hoo>= [ Hsw(eds = [ w(s)as
and
(T) (0) =< H'.0>= = [~ H) (s = = [ v/(s)as = v(0)

We introduce the Dirac delta distribution 6 = 6(x) by

<) >= / " (@) (@)ds = 0 (0). (7.4)

— 00

Clearly ¢ is the distributional derivative of H. Intuitively, § is a function with
d(z) =0 for = # 0; 6(0) = 4o00; / d(z)dz =1,

but one should always remember that mathematically speaking, ¢ is not a function.
A better and correct way is to say that J is a measure which assigns the value one
to any set containing zero.

Returning to ug we have that, for ¢ > 0

T+t 00
ug(z,t) = % /_t B(s)ds = /_ %H(x +t—8)H(s—x+t)B(s)ds =

/OO ET(z — s,t)B3(s)ds,

where .
Et(z,t) = §H(t—|—x)H(t —x), r€R, t>0.

We extend ET to the whole of R? by setting E+(z,t) = 0 for t < 0. Note that we
can also write

B (1) = %H(t){H(m +1) - H(z — 1)}, (7.5)

and that supp ET C R x RT. Extending the definitions of distributions and their
derivatives in the obvious way from R to R?, and in particular defining the Dirac
distribution in R x R by

<60 >= /_ h /_ " S (e, )z = (0,0), (7.6)

15



we claim that
Ef — Ef =d(x,t) =6(x)0(t) in R x R. (7.7)

To see this, let ¥ be any smooth function with compact support in R x R, i.e.
1 € D(R xR), and let v be the boundary of the triangle {(z,t): —t <z <t, 0<
t < T}, where T is so large that the support of ¢ is contained in {¢ < T'}. Then

1 1 3 5
5//_t§x§t(¢tt — P )dudt = 5//_&@ g V) 5y (o) dudt

_ %//t%t div (‘Jim) drdt = %ji (_Jt’““) vds =

1
—Ef% dt + pedx = 1(0,0) =< §,1 > .
¥
Next we compute, as distributions on R, for ¢ > 0,

< EF (1), >= /_OO E* (@, )0(x) dz = /_tw(:c)da:,

for all v € D(R). Clearly, < ET(-,t),» >— 0 as t | 0. In view of the following
definition we say that E*(-,¢) — 0 as t | 0 in the class of distributions on R.

7.4 Definition Let T,,,n = 1,2, ..., and T be distributions on an open set {2 C R"™.
We say that T,, — T if T,,%0 — T for all » € D(Q).

Finally we look at E;". Again let 1) € D(R x R). Then
1
<Ef ¢Y>=—<ET ¢ >= ——// Y (z, t)dadt =
2 —t<x<t

[ee) 0 [ee)
%/0 Y(x, ) de + % /Oolﬁ(x,—m) dr = %/0 (P(t,t) + (=t t)) dt

N /OO < %W — 1) + 6z + 1), ¢ (x,t) > dt.
0

Here we have used the notation
<O(-Et),y >= /(5(:15 + t)(x) de = Y(Ft).
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Symbolically we write for ¢ > 0,
N 1 1
E; (z,t) = 55(3: +1)+ 5(5(3: —t). (7.8)
Consequently, for ) € D(R),

< B (o0, >= () + g6(t) — $(0) =< 8(x), () >

ast]0,ie Ef(,t)—d as t|O0.

7.5 Definition E* is called the fundamental solution of us = ug,. Its support,
the set {|x| <t} is called the forward light cone.

7.6 Remark The derivation of the formula above for E;" is formal, but can be
made mathematically rigourous, if one considers § as a measure.

7.7 Definition For f,g: R — R the convolution of f and g is given by

(f * 9) / f(z — )g(s)ds
whenever this integral exists.

Now recall that for ¢ > 0

ug(z,t) = /00 E*(xz — s,t)83(s)ds, (7.9)

i.e. ug(-,t) is the convolution of E*(-,t) and 3.

Next we consider u,. For t > 0 we have
o0

L 5ta— s+ + 6z — s — ))a(s)ds

Ua(w,t) = %a(az +t) + %oz(x —t) = / >

— 00

:/OO Ef (z — s,)a(s)ds,

— 00

so that formally u, is the convolution of E;(-,¢) and a.

Finally we look at w,. We have for ¢t > 0

//G(M) (€,7)de dr = = //:Z: W(E, 7)de dr

17



:%/Ot/_o; HE—x4+t—7)H (x+t—7-=8&) ¢ (&7) dE dr

t e’}
2/0/_ Et (z—&t—1) 9 (€,7) dE dr.

Now this is the convolution of ET and 1) with respect to both variables in R x RT.
Summarizing we have for ¢ > 0

Uo = B (t) xa and ug = E*(-,t)* 3 (convolution in x);

up, = ET x ¢  (convolution in z and ¢).

8. The fundamental solution in three and two space dimensions

For the wave equation in one dimension, we have constructed the fundamental
solution

B (1) = % H){H(z + 1) — H(z — 1)},

which was a distributional solution on R x R of uy —uy, = d(z,t) = 6(2)d(t), with
support contained in R x [0, 00).

Next we turn to the 3-dimensional case and try to find the analog of E*. Thus we
try to find a distribution in R3 x R with support contained in {t > 0}, satisfying

ue — Au = 6(x1, 22, 23,t) = 0(x1)d(22)0(23)d(t). (8.1)
We shall first obtain a solution by formal methods, and then give a rigorous proof.

Because of the radial symmetry in this problem, we look for a solution of the form
u = u(r,t). For t > 0 this implies

Uty = Upy + U

or (this trick only works for N = 3)
(ru)y = (ru) .
As in the one dimensional case we conclude that
ru(r,t) =v(t —r) +w(t +r).
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Because the second term reflects signals coming inwards, we neglect it. Thus we
consider

v(t—r).

u(r,t) =

Tracing “characteristics” of the form ¢ — r = ¢ backwards in time, we conclude
that v(c) = 0 if ¢ # 0. These considerations suggest that v(t —r) = 6(t —r) (up
to a constant).

8.1 Theorem The fundamental solution of the wave equation in R3 x R, i.e. the
solution of (8.1) with support in R3 x [0, oc], is given by
S(t—r)

4mr

E+($1,I2,(E3,t) =

b

which we define as a distribution below.

In order to define ET as a distribution, we first compute formally what < E*, ¢ >
would be for ¢ € D(R? x R), using the “rule”

[ ts) 8t = 9)ds = o(0),

Thus we evaluate < ET 1 > using polar coordinates
x1 =rsinfcosy; x9 =rsinfsiny; xs3 = rcosb.

Then
< Et ) >=

27 0o
/ / / / ot Y(rsin 6 cos p, rsin @ sin @, r cos 0, t) r*sin O drdpddt

47r7‘

27
/ / / — ¢ (tsin cos @, tsin O sin @, t cos 0, t)t* sin Odpdfdt =

/ ]{ W(xy,x9,23,t) dS dt,
0 dmt a2 4a2 2=t

and we use this final expression as a definition of ET.

8.2 Definition We define the distribution £+ on R3 x R by
<E*, ¢ >:/ j{ Y(@1, 2, x3,t) dS(21, 22, 73) di
0 47Tt 343 +ri=t?

for all p € D(R? x R). We also define ET(-,-,-,t) as a distribution on R? by

1
< ET(t), ¢ >= — Y(z1, 2, x3) dS(x1, T2, X3).
47t :E?—i—mg—i—xg:ﬁ
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Next we prove that ET is a fundamental solution.
8.3 Lemma E7 satisfies E}} — AET = §(xy, 19, 73,t) in R3 x R,
Proof Let ¢ € D(R®xR). Since < §(x1,x2,x3,t), ¥(x1,13,73,t) >=1(0,0,0,0),

and < Ef — AET ¢ >=< ET 1y — Ay >, we have to show that < E+, vy —
A >=1(0,0,0,0). Again we use polar coordinates. We have

1 1 . 1
AY = T_Q(T ¥r)r + r2 sinQ(Sln Obo)o + r2sin® 0 Vo
so that
< E+7wtt - A¢ >=
27
/ / / yp wtt__Q{( 2y )y — (Sln 0)9) 9 — ww}} 2 sin Odpdfdt

o0 i 27
= / / / i [(r¢)tt — (Tw)rr] _ sin Odpdfdt
o Jo Jo Am "=
) T 27 oo ™ 27 ¢
—/ / / (sin @ g )pdpdldt —/ / / —2 dpdfdt.
0 o Jo 0 o Jo sin 6

Obviously, the last two integrals are zero, so if 7 is the curve {r =t > 0} in the
(r,t)- plane (along which we have dr = dt), then

27
< Ef —AET ¢ >= / / / 7’1/1 it — (rw)w}r:t sin Odpdfdt =

% /0 /0% sin 0 A {(rd)ee = (rd)pr} dt dip d) =

s 2T
iﬁ/o /0 sine/v{('/“w)ttdt + (1)) grdr — (1) prdr — (1)) pedt }dp df =

(since 1 has compact support)

1 s 2 )
o / / sin 0 [(rp), — (1)), _,_,de df = (0,0,0,0).
o Jo
This completes the proof. =

Formally now, the solution of the equation uy; —Au = ¢(z1, 2, x3,t) in Rx [0, o0
with u = u; = 0 for ¢ < 0, should be obtained by taking the convolution of E*
and ¢ with respect to all variables, just like in the one-dimensional case. However,
here E7T is no longer a function, so the definition of this convolution is not entirely
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obvious. We shall restrict ourselves here to the formal computation. Then, with
(x,y,2) = (x1,x2,x3), we have for t > 0,

“(%y»%t):/Ot/_z/_O;/_O;E(fﬂ—é,y—n,z—Cvt—T)w(ﬁ,n,C,T)dédndCdT:

(Writing P = (l’,y,Z), Q - (5}77707 and rrPQ = \/(l’ - 5)2 + (y - 772) + (Z - C)Z)

.. /‘ [ e e g mar dsn =

(using the "rule” [ (1) d(s — t)ds = ¢(t))

///<J£na = Q) yegrac
rras

P&mGt—VE-+y—n>+(=-C) ..
[ e g g o

where

G(w,y,z,t) = {(577774-77_) : (.13—5)2 + (?J—W)Q + (Z_ C)2 < t2}'

Next we treat (only formally) some special cases.

8.4 Example Consider

p(x,y,2,t) = 6(x)0(y)d(2) f(t).

We find that u(z,y, z,t) =

C)f(t—\/(x—é) U AR

///G(:cyzt) 471'\/1[}— y 77) —|—(Z—C>2 577C
-
drr

8.5 Example Consider ¢(z,y, z,t) = 6(x)d(y) f(t). Then u(x,y, z,t) =

t—\/(w—f) TP
///G(;ryzt) 47r\/x— (y—n)2+ (z— ()2 £dndc

fit — 22+ 92+ (2 — (?)
T fepieopee a0 T (2 Q)

dg
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1T (@)
27 Jo  E—7)

(here r = /22 + y2, T:t—\/x2+y2+(z—§)2, dr = —Ctz d¢, (z —

Vr2+y2+(2—¢)2
O = (t =7 =)

8.6 Example Consider ¢(x,y,z,t) = d(z)d(y)d(t) (or f(t) = 06(t) in the last
example), then

I e o(7) 1 H(t—r)
2m Jo (t—71)2—r2 2T \E2 _ g2

u(@,y,2,t) =

Note however that this last expression is independent of ¢, so we have found the
fundamental solution for the wave equation in two dimensions.

8.7 Proposition Let ET(z,y,t)be given by

1 H (t —r)
27‘(’ Vit2 —r2
Then ET is the fundamental solution of the wave equation in two dimensions, i.e.

E™ has support in {t > 0} and satisfies E;; — E, — Ef, = 6(z,y,t) = §(x,y,t)
on R? x R in the sense of distributions.

E*(z,y,t) =

Proof First note that E* is now a function. We have to show that < E;; — B —
Bl b >=< ET thy — thpe — 1y >= 1(0,0,0) for all ¢ € D(R? x R). To do so
we introduce polar coordinates on R2, z = rcos ¢; y = rsing. Then

A¢ = Yz + wyy = %(TQpT‘)T + T%w(ptp'

Thus

< BV — Ap >= / / /OO L H{t _Tz (e — AY) da dy dt

27 —2
/ / / Vi r¢r) Yor rdr de dt
2 t2—r2
2m tht twr 1 2
T e e o [ )

/ / w“ ”/’7” dr dt =

22
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(if suppy C {t <T'})

//rww—rwr ddt_l;%/ /rww—rwr o

(using the transformation x = r, y =t/r)

T/:v
. - y - 1) (ﬂf%)x Qywa:y
1 — dy d
61?8/ / \/y2—1+ \/y2—1} v

(here we have used

9_9 yo 49 _129
or Ox x0y otz oy’

to transform the derivatives, and drdt = zdxdy)

o VY2 — 1yy=1/2 T/e 2ynhy, — 2y 1a=T/y
gl [P [ Bty

T/e .

€l0 1 /y2_1 |1‘:€ Y

(transforming the x- and y-derivatives back to - and t-derivatives)

im B L
1 )

(writing ¢ (r, ¢, 1))

T/e _
lim ey (€, 0, ey) — ey (e, o, t) d

elo Jq 1/y2_1

(substituting t = ey)

r €¢T(87 2 t) — twt(‘sv ¥ t) d

li t =
61?8 IS5 \/t2—€2
T—e
: eYr(e,pt+e)  tte
lim (e,0,t+¢€)} dt
il A N RN Pt}

T
_/ wt<0790a t)dt = ¢(07¢30)7
0
which completes the proof. =
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PART 3: THE HEAT EQUATION

9. The fundamental solution of the heat equation in dimension one

As a first example we consider the problem

(P) Ut = Uz T ER, >0
u(z,0) = H(z) z€R,

where H is the Heaviside function. Now observe that if u(z,t) is a solution of (P),
then u,(z,t) = u(ax,at) is also a solution of (P). Since we expect the solution

to be unique, we should have
u(azx, a’t) = u(z, t),

for all @ > 0, z € R, t > 0. Thus if we put a = 1/v/¢, we obtain

i T

u(xr,t) =u(——,1) =U(n); = —.
(@t) = u( ) = Ul 7=
Here 7 is called the similarity variable. From (9.2) it follows that
on x nU’(n) u”
— U/ —_— = ! = — : Tr = T,
w=Ulng =g 7 ot T

so that u(x,t) = U(n) is a solution of the heat equation if

U"(n) +nU'(n)/2 =0,

or .
(e /10" ()" = 0.
Thus ,
e /U’ (n) = constant = A,
and

n ) n/2
U(n):B—l—A/ e_s/4ds:B—|—2A/ e Y dy.

— 00 — 00

Since for = < 0,

, x
0=u(z,0) = ltllI{)lU(%) =U(—o0) = B,
and for z > 0,
T e 2
1= =1 —) = =B+ 2A —N =2A
u(z, 0) im U(\/f) U(+00) + /_Oo e~ dn VT,
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we find that

We make the following observations.

(1) u(x,t) is smooth for ¢ > 0, but not at ¢t = 0,

0 x <0
(i) limyjo u(z,t) = {1/2 x=0,
1 x>0

(iii) 0 = minger u(x,0) < u(z,t) < maxger u(z,0) =1 (i.e a strong comparison
principle seems to hold),

(iv) The positivity of u on RT for t = 0 causes u to become positive immediately
for t > 0 on the whole of R (infinite speed of propagation, in sharp constrast with
the finite speed of propagation for the wave equation),

(v) u(z,t) = U(z/+/t) is a self similar solution (or similarity solution).

Next we compute the solution of the heat equation with the initial value

u(%o):{o x<a.

1 z>a

Naturally we obtain

| pe-avio
ug(z,t) = ﬁ/ e % ds,

so that the solution with initial conditions

0 <0
w(z,0)=¢1 0<z<a,
0 x>a

is given by

w(z,t) = u(z,t) —ug(x,t) = ﬁ/( iy e * ds,

which obviously satisfies

a

20/t

lw(z, t)| = |u(x,t) — ug(x,t)| <
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Thus w(z,t) — 0 as t — oo, the decay order being 1/+/t. Note that w(z,0) is a
bounded integrable function.

Going back to the solution with w(z,0) = H(x), which is given by (9.4), we
differentiate it with respect to ¢, to obtain a new solution

1 )
Et(z,t) = ——e @ /%, 9.5
(z,t) s (9-5)

Obviously E* satisfies E;” = E} for t > 0, and it is in fact the fundamental
solution for the heat equation, that is, extending Et by E*(xz,t) = 0 for ¢t < 0,
we have

9.1 Proposition The function E+ satisfies the fundamental equation E;" —E} =
§(x,t) = 5(x)d(t) in R

Proof To check that ET is indeed a fundamental solution, we let 1) € D(R x R)
and compute

< Et+ - Ec_:amw >=—=< E+7¢t +wwaz >= _// N E+(wt +¢mx)d($7t) =
RxR

— i + =
hm//RX(E,OO)E (Y1 + Vuz)d(x, 1)

el0

—lim{/ / E+wtdtdx+/ / Etipy,drdt} =
el0 —oco Je € —0o0

~ lim{ / [ETy)=ds — / / Ejfdtdr + / / Efpdadt) =
€ — 00 —o0 Je S —0o0
oo oo 1

lim Et(z,e)Y(x,e)dr = lim —
im | Er@epleede=lm [ o

To complete the proof we have to show that this limit equals (0, 0).

e_m2/4tw(:c, t)dx.

For all € > 0 there exists § > 0 such that if |x| < 0 and ¢ < § then |¢(z,t) —
(0,0)| < e. Thus

[ e tads = w0.0)] =| [ S ) - w(0,0)ds

0
1 2 1 2
< s/ ——e " /% L 925up 1] e My <
—5 2Vt lz|>6 2V Tt
€+ Sup [¢) e /4ds — e as t 1 0.

VT 526/
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Since € > 0 was arbitrary this completes the proof. =

10. The Cauchy problem in one dimension

For a given function ug : R — R we consider the problem

U = Uy T ER, >0
(CP) {u(x,O) =up(z) z€eR,

Our experience with the wave equation suggests to consider the convolution

e t) = (B0 ruo)e) = [ B - € Duoe)a

Tl o
—/_Oo 2\/%6 uo(€)dE. (10.1)

10.1 Notation Let Q = R x RT. Then

C*HQ) ={u:Q — R; u,us, g, Uy € C(Q)}.

10.2 Theorem Suppose ug € C(R) is bounded. Then (CP) has a unique bounded
classical solution u € C*(Q) N C(Q), given by the convolution (10.1).

Proof of existence Clearly E1(-,t) * ug is well defined and bounded for all
(x,t) € Q, because ug is bounded and E(x,t) decays exponentially fast to zero
as |x| — oo. Since the same holds for all partial derivatives of E*(z,t), we can
differentiate under the integral with respect to « and t. Thus for any n,l € NU{0},

(7)) ) = ()" () [ B* = eomo(erae
o gt (4 — "B
:/_ . gtn(axl g (€)ae = (%t“c‘?il (+8)x uo) @),

and in particular

du  Pu (8E+ _PET
ot ox2 Ot Ox?

)*UQZO.

Hence u € C°°(Q) satisfies u; = uz, in Q.
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It remains to show that for every xop € R

mhlg:lo u(z,t) = uo(x).
t10

The argument is similar to the proof that ET satisfies the fundamental equation.

Fix € > 0. Then there exists 6 > 0 such that |ug(x) — ug(zo)| < € for |z — zo| < 6.
For |z — x| < 36 we have

i) = uofan)| = | [ B = €.0)(u0f€) — uo(eo))de] <

/ E+ (@ — &, 1) uo(€) — o o) |dé + / B+ (o — &) |uo &) — o (o) | dé
lz—€|< 30

lz—¢&|>50

(since |z — €| < 36 together with |z — x| < 30 implies |£ — zo] < §)

<e / E*(w — &, £)d€ + 25up Juo| E* (o — &, 1)de
lz—¢|<36 lz—¢|>16

< e+ 2sup|ug| ET(&,t)dé —e as t 10
€1>59

as before. Since € > 0 was arbitrary, this completes the proof of the existence of
a solution. Note that for the continuity of u(x,t) at (x,t) = (x0,0) we have only
used the continuity of ug(x) at x = z¢. =

Proof of uniqueness Suppose there exist two different solutions of (CP) in
C?1(Q)NC(Q). Then the difference is a nontrivial classical solution u of

Ut = Ugy xER,t>O,
u(z,0) =0 zeR.

This is impossible in view of a maximum principle which we state and prove below.

10.3 Lemma Suppose u € C?1(Q7) N C(Qr), where Qr = R x (0,T] (T > 0),
satisfies

Ut S Uz in QT~
If (i) u(x,0) <0 for all z € R;
(i) u(z,t) < AeP*” for all (z,t) € Qr,
where A > 0 and B are fixed constants, then
u <0 in Q.
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10.4 Lemma For —00o < a < b < oo and T > 0 let Q?p’b = (a,b) x (0,7,
and F%’b = @;’b\Qgﬂ’b.b I‘%’b is called the parabolic boundary of Q%’b. Suppose
ue C>H QYY) N C(QY) satisfies

. b
Ut S Ugy M chl“’ .

Then
SUp U = Maxu.
a,
QLY Lr

Proof of Lemma 10.4 First observe that if u; < ug, in Qi}’b, then u cannot

have a (local or global) maximum in QaT’b. Indeed, if this maximum would be
situated at (zg,tp) with a < 29 < b and 0 < tg < T, then at (z,t) = (z¢, o) one
has uz, > u; = u, = 0, contradiction. Also a maximum at (z(,7T") is impossible
because then u,, > u; > 0, again a contradiction.

Next we reduce the case u; < Uz, to up < ugy,. Let

2
Un(x,t) = u(z,t) + o
Then obviously
Unt = Ut < Ugg < Ugg + = Unaa,
so that

SUp Uy = Max Uy,.
Qu’ e’
Taking the limit n — oo the lemma follows. =
Proof of Lemma 10.3 It is sufficient to prove the statement for one fixed 7" > 0.
For a,, 3,7 > 0 let
2
ax
h(x,t) =ex

Define u(z,t) by u = hv. Then

1
+4t)  zER, 0<t<3

0> up — Uge = (hv); — (h0) e = hvg + hyv — hvgy — 2h, v, — hypv =

2hx ht — hxaz
h - VYzzx — Yz -
(v — v Ve +v ;

afz? 20 2a

1— jt)? +7_(1—ﬂt>2_ 1—575))

4
h(vt ~ Uz — Uz _w;t +v((
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4 da — fB)ax? 2
= Sk = ]

(9.6)

Choosing f > 4a and v > 4a the coefficient of v is positive for x € R and
0 <t <1/28. We then also have

v(z,t) = u(x, t)exp(— ar

—yt) < AeBme)e’,

1— gt

so that, choosing a > B,
. . 1
limsup v(z,t) <0 uniformly on [0, %] (9.7)
|| —o00

Now suppose the lemma is false for T = 1/23. Then u and v achieve positive
values on Q1 /25. In view (9.7) this implies that v must have a positive maximum
in Q1/23- By the inequality for u; — uz, and the choice of «a,3,~ this implies
vV < Vge at this maximum. But in the proof of Lemma 10.4 we have seen that
this is impossible, contradiction. =

10.5 Exercise Finish the uniqueness proof. m

10.6 Exercise For up € C(R) satisfying

lug(z)| < AeB

for all z € R, prove that (CP) has a classical solution u € C*1(Q7)NC(Q) for all
T < 1/4B, and give a growth condition which determines the solution uniquely.

Next we consider the equation
U/t:uxm—i—gp .I‘GR, 0<t§T,

where ¢ : R x (0,7) — R. If ¢ is measurable and bounded, we can try as a
particular solution

t 00
up(x,t) = / / Et(xz— &t —1)p(&, 7)dédT. (9.8)
0 —00
Clearly, u, is well defined, because the integral is dominated by
t [oe)
/ / Et(z— &t — 1) sup|e| dédr < tsup |y,
0 J—oo Qr Qr

so that in particular u,(x,t) — 0 uniformly in x as ¢ | 0.
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One would like to have u, € C*1(Qr), which is however rather technical to estab-
lish and unfortunately requires more than just the continuity of ¢. Here we just
restrict ourselves to

10.7 Proposition Let ¢ € L>®(Qr). Then

t [e’e)
up (2, 1) = /O /_ E*(a — £t — 7)plé, 7)dédr

defines a bounded function which is a solution of u; = wu,; + ¢ in the sense of
distributions on R x (0,7"), and tends to zero uniformly on R as ¢ | 0.

Proof If we set ET(z,t) = o(x,t) = 0 for all t < 0, then

up(z,t) = L/ / Et(z— &t —1)p(€, 7)dedr.

Let 1» € D(R x (0,7)), and extend ¥ to R x R by ¢(z,t) =0 fort <0and t > T.

Then
Ouy, 0? Up

ot 022
/ / / / ET(x =&t —1)p(&,7) (e, 1) + Yoo (2, 1)) dédTdudt =

¢>__<upu¢t+¢;m: >=

_[m/;ﬁ[m[mEﬂw—&ﬁwxwwﬁ+¢m@@mm@ﬂ§ﬂ%m:

(as in the proof that E is a fundamental solution)

/_ /_ (€, TVU(E T)dEdr =< o, 1 >,

so that u, is a solution of the inhomogeneous heat equation in the sense of distri-
butions. =

We can now write down the solution of

' U =Uge +¢ xR, >0
(CR) {u(ac,()):uo(m) z € R,

as
[e’e) t [e'e)
ula, ) = / E*(a — & t)up(€)de + / / E*(a — &t — 7)p(€,7)dEdr,

but we do not give the precise hypothesis here on ug and ¢ that guarantee that
this formula defines a classical solution, i.e.

ue CPHR xR NCMRxR').
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10.8 Exercise Show that (C'P;) has at most one bounded classical solution.

11. Initial boundary value problems

First we indicate how one can generalize results for

(CP) {sz, 0) =uo(z) z€R,

to
(CD){u(O,t =0 t>0;
U(CE,O) - UO(:E) T > 07
and

Ut = Upe x>0, ¢>0;
(CN){um(O,t):O t > 0;
u(z,0) =ug(z) x>0.

For (CD) and (CN) we consider (CP) with odd and even initial data respectively.

We begin with (CD). Extending ug to the whole of R by ug(—z) = —uo(z), the

integral representation of solutions gives

uet) == [ B € u(-)de + /O T B @ — & Ouo(€)de =

/OO{E+($ —&t) = BT (z + & 1) uo(§)ds = /Oo G1(x, &, t)uo(£)dé,
0 0

where

Gl(x7€7t) - E+(£L’ - £7t) - E+(ZZJ + f,t)
is called the Green’s function of the first kind.

For (CN) we extend ug by ug(—x) = ugp(z), and thus

we )= [ B g uo(-e)de + / T B € Oup(€)de =

/0 T{E @60 + B (0 + €. uo(€)de = / " Gl €, )uo(€) e,

where
Go(z,6,t) = EY (z = &,t) + EF (z + &, 1)

is called the Green’s function of the second kind.
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11.1 Exercise Let ug € C’(E+) be bounded, and let uy(0) = 0. Prove that (CD)
has a unique bounded solution v € C*!(RT x RT) N C’(@Jr X R+).

11.2 Exercise Let ug € C(R+) be bounded. Prove that (CN) has a unique
bounded solution u € C2L(R" x R NCR" xR").

11.3 Exercise Derive formal integral representations for the solutions of

w(0,¢) =0 t>0;

Ut =Uge +@ x>0, t>0;
WDH{
u(z,0) = ug(z) x>0,

and
Ut =Uge + x>0, 1>0;
(CN;) { uz(0,8) =0 t > 0;
u(z,0) = up(zx) x> 0.

Next we consider what is usually called the Dirichlet problem for the heat equation
on (0,1):

u(0,t) =u(1,t) =0 t>0;

Up = Ugy O<z<l1, t>0;
(D){
u(z,0) = ug(z) 0<z<l1.

To find an integral representation for the solution of (D) we extend ugy to a 2-
periodic function g : R — R defined by

o = ug on (0,1); dg(x) = —tp(—2); to(l+ ) = —to(1 — z).

For the Cauchy problem with initial dat @y we then have

oo

[e%) k+1
wat) = [ Bra-gnm@i= Y [ Ba-enm©d -

— 00 j—

> /0 Et(z — & — k,t)io(E + k)de =

k=—o0

[es) 1 1
Z {/ Et(z—£—2n, t)ﬁ0(£+2n)d§+/ Et(z—&—2n—1,t)uo(E+2n+1)dE} =
0 0

n=—oo

Z {/0 E*(x—g—2n,t)a0(§)d§+/ Et(z—&—2n—1,t)a0(§ +1)d¢} =

0

n=—oo

> {/O E*(w—&—zn,tmo(s)d&—/o E(z —§—2n—1,t)io(1 - )d¢} =

n=-—oo
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Z{/ Et(z — & —2n,t)io(£)dE — /E+:1;+§—1—2n—1t df}

/ Z {ET(x—&—2n,t)— ET(x+&—2n,t)}ao()
1
- / Gp (. &, t)iiol€)d, (11.4)
where
(z,€,t) Z {EY(x—¢—2n,t) — ET (v + & —2n,t)}. (11.5)

n=—oo

(Note that this sum is absolutely convergent for ¢ > 0, uniformly in z.)

11.4 Theorem Let ug € C([0, 1]),uo(0) = up(1) = 0, and let Qr = (0,1) x (0, T7.

Then for every T' > 0 there exists a unique bounded solution u € C%1(Qr)NC(Q)
of (D), given by

w(z, t) = /0 G (2, €, o (€)dE.

Proof Exercise, for the uniqueness part, the maximum principle has to be used
again. m

Gp is called the Green’s function for the Dirichletproblem.

For the Neumannproblem, that is

Ut = Ugy O<z<l1, t>0;
(N) {um(O,t) =u,(1,t) =0 t > 0;
u(z,0) = up(x) 0<x<1,

we extend ug to a 2-periodic function 4y : R — R by
U = ug on [0,1]; tg(z) = tp(—x); ao(l +x) = ap(1l — x).

We now obtain

u(a,t) = /0 G, €, t)uo (€)de, (11.6)
where
Gn(z,&t) = i {Ef(zx—&—2n,t) + ET(x +&—2n,t)} (11.7)
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is Green’s function for the Neumannproblem.

11.5 Theorem Let uy € C([0,1]). Then for every T' > 0 there exists a unique
bounded classical solution of (N), given by

u(x,t):/o Gn(z, & t)up(€)dE.

11.6 Exercise Give a suitable definition of a classical solution of (N) and prove
this theorem.

11.7 Exercise Derive a representation formula for solutions of the mixed problem

t = Uy O<ax<l1, t>0;
(D ){ u(0, ) uz(1,t) =0 t>0;
u(z,0) = (90) 0<z<l,

and formulate and prove a uniqueness/existence theorem.
11.8 Exercise Give formal derivations for integral representations of solutions

to the problems above with u; = wu,, replaced by the inhomogeneous equation
Ut = Uge T .

PART 4: FUNCTIONAL ANALYSIS
12. Banach spaces

12.1 Definition A real vector space X is called a real normed space if there exists
a map

I-]: X =R,

such that, for all A € R and z,y € X, (i) ||z]| = 0 < x = 0; (i) | x| = || ||z];
(iii) ||l + y|| < |||l + |ly||- The map || - || is called the norm.

12.2 Definition Suppose X is a real normed space with norm | - ||, and that
|| -]|| is also a norm on X. Then |- || and ||| - ||| are called equivalent if there exist
A, B > 0 such that for all z € X

Allz| < [ll=[ll < Bll]-

12.3 Notation Br(y) ={z € X : ||z — y|| < R}.
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12.4 Definition Let S be a subset of a normed space X. S is called open (& X\ S
is closed) if for every y € S there exists R > 0 such that Br(y) C S. The open
sets form a topology on X, i.e. (i) ) and X are open; (ii) unions of open sets are
open; (iii) finite intersections of open sets are open.

12.5 Remark Equivalent norms define the same topology.

12.6 Definition Let X be a normed space, and (z,)52; C X a sequence. Then

()09 is called convergent with limit 7 € X (notation z,, — %) if ||z, — Z|| — 0

as n — oo. If ||z, — x| — 0 as m,n — oo, then (z,,)5%, is called a Cauchy
sequence.

12.7 Definition A normed space X is called a Banach space if every Cauchy
sequence in X is convergent.

12.8 Theorem (Banach contraction theorem) Let X be a Banach space and
T : X — X a contraction, i.e. a map satisfying

1Tz =Tyl < Ollz —yll v,y X,

for some fixed 6 € [0,1). Then T has a unique fixed point T € X. Moreover, if
xo € X is arbitrary, and (x,,)52; is defined by

Ty =TT, 1 Vn € N,
then z,, — T as n — oo.

12.9 Definition Let X and Y be normed spaces, and T : X — Y a linear map,
i.e.

Tz + py) =NTx+ pTy forall \peR and z,y € X.
Then T is called bounded if

T
7y = sup 170y

< 00
0#zeX ]| x

The map T" — ||T'|| defines a norm on the vector space B(X,Y") of bounded linear
maps 7' : X — Y, so that B(X,Y) is a normed space. In the case that Y = R, the
space X* = B(X,R) is called the dual space of X.

12.10 Theorem Let X be a normed space and Y a Banach space. Then B(X,Y)
is also a Banach space. In particular every dual space is a Banach space.

Many problems in linear partial differential equations boil down to the question
as to whether a given linear map 7' : X — Y is invertible.
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12.11 Theorem Let X and Y be Banach spaces, and let T' € B(X,Y’) a bijection.
Then T7! € B(Y, X).

12.12 Theorem (method of continuity) Let X be a Banach space and Y a normed
space, and Ty and 77 € B(X,Y). For t € [0,1] let T} € B(X,Y) be defined by

Tyx = (1 —t)Tox + tTx.
Suppose there exists C' > 0 such that
|z||x < C||Tix|ly  Vx e X.

Then Tj is surjective if and only if T7 is surjective, in which case all T; are invertible
with
T, ' e B(Y,X) and [T/ <C.

12.13 Definition Let X,Y be normed spaces, and T' € B(X,Y). The adjoint T*
of T is defined by
T"f= foT VfeY™,

i.e.

(T*f)(z) = f(Tz) VzeX.

12.14 Remark Observe that if X =Y and I is the identity on X, then I* is the
identity on X*.

12.15 Theorem Let X,Y be Banach spaces and T € B(X,Y). Then T* €
B(Y*, X*) and
1Tl Bx,y)y = 1T |5y = x7)-

12.15 Definition Let X,Y be normed spaces and T' € B(X,Y). Then T is called
compact if, for every bounded sequence (z,,)52; C X, the sequence (T'z,,)0 ; con-
tains a convergent (in Y') subsequence. The linear subspace of compact bounded
linear maps is denoted by K(X,Y").

12.16 Theorem Let X be a normed space and Y a Banach space. Then K(X,Y")
is a closed linear subspace of B(X,Y). Furthermore: T' € K(X,Y) & T* €
K(Y*, X*).

In all practical cases one can only verify that T' € (X, Y) if Y is Banach, because

then it suffices to extract a Cauchy sequence from (T'z,)% ;.

12.17 Definition Let X be a normed space and M C X. Then
Mt ={feX*: f(z)=0 VYzeM}.
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12.18 Definition Let X, Y be vector spaces, and T : X — Y linear. Then
N(T)={zxe X :Tx =0} (kernel of T,
RT)={yeY :3x € X with Y =Tz} (range of T).

Clearly these are linear subspaces of X and Y respectively.

12.18 Definition Let X be a normed space and M C X*. Then
*M={recX:flx)=0 VfeM}

12.19 Theorem (Fredholm alternative) Let X be a Banach space and T €

K(X)=K(X,X). Let I € B(X) = B(X,X) denote the identity. Then

(i) dmN(I —=T) =dim N([* —T*) < oc;

(i) R(I —T) =+ N(I* — T*) is closed;

(iii)) NU-T)={0} & RI-T)=X.

Thus I — T has properties resembling those of matrices.

12.20 Definition Let X be a Banach space and T' € B(X). Then
p(t) ={A € R:T — A is a bijection}

is called the resolvent set of T, and o(T) = R\p(T) the spectrum of T'. A subset
of the spectrum is

op(T)={X€o(T): \is an eigenvalue of T} ={A e R: N(T — AI) # {0}}.

12.21 Theorem Let X be a Banach space and T' € K(X). Then

(i) o(T) € [=IT'Il, T[] is compact;

(ii) dim X =00 = 0€ o(T);

(iii) o(T)\{0} C o5 (T);

(iv) either o(T")\{0} is finite or o(7")\{0} consists of a sequence converging to zero.

12.22 Definition Let X be a vector space. A convex cone in X is aset C C X
with .
A+pyeC YApeR Ve,yeC.
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12.23 Theorem (Krein-Rutman) Let X be a Banach space and C' C X a closed
convex cone with

intC #0 and CN(-C)={0}.
Suppose T' € K(X) satisfies
T(C\{0}) C intC.
Then \ = sup o(7T) is the only eigenvalue with an eigenvector in C, and its multi-

plicity is one.

12.24 Theorem Let X,Y, X be Banach spaces, and T € B(X,Y), S € B(Y, Z).
UTelK(X,Y)orSeK(Y,Z), then SoT € K(X, Z).

12.25 Definition Let X be a normed space. The weak topology on X is the
smallest topology on X for which every f € X* is a continuous function from X
to R (with respect to this topology).

The weak topology is weaker then the norm topology, i.e. every norm open set is
also weakly open. If X is finite dimensional, the converse also holds, but never if
dim X = oc.

12.26 Notation In every topology one can define the concept of convergence. For
x, converging to x in the weak topology we use the notation z,, — .

12.27 Proposition Let X be a Banach space, and (z,)22; a sequence in X.
Then

() zn =2 & flza) = flz) Vfe X
(ii) &, = x = ||z|| is bounded and ||z|| < liminf, o |||

12.28 Theorem Let X be a Banach space, and K C X a convex set, i.e. Ax +
(1-MNy e KVz,ye KVAel0,1]. Then K is weakly closed if and only if K is
norm closed.

12.29 Notation Let X be a normed space, x € X and f € X*. Then we shall
frequently write < f,z >= f(z). Thus < -,- >: X* x X — R. Note that for every
fixed x € X this expression defines a function from X* to R.

12.30 Definition The weak™ topology on X* is the smallest topology for which
all z € X considered as functions from X™* to R are continuous.

12.31 Notation For convergence in the weak™ topology we write f,—f, and
again this is equivalent to < f,,,z >—< f,x > for all x € X. The importance of
the weak™ topology lies in
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12.32 Theorem (Alaoglu) Let X be a Banach space. Then the closed unit ball
in X* is compact in the weak™ topology.

12.33 Definition A Banach space X is called reflexive if every ¢ € (X*)* is of
the form

o(f) = flz)=<fz> VfeX~

for some z € X.

12.34 Theorem Let X be a separable reflexive space. Then every bounded
sequence in X has a weakly convergent subsequence.

13. Hilbert spaces
13.1 Definition Let H be a (real) vector space. A function
(,):HxH—R

is called an inner product if, for all u,v,w € H and for all A, u € R, (i) (u,u) >0,
and (u,u) =0 < u=0; (ii) (u,v) = (v,u); (ili) (A\u + pv,w) = A(u, w) + p(v, w).

13.2 Remark Any inner product satisfies
|(u,v)| < v/ (u,u)(v,v) Vu,ve H, (Schwartz)

and also

Vu+v,u+v) <(u,u)++/(v,0)  Vu,v e H.
Consequently, ||u|| = v/(u,u) defines a norm on H, called the inner product norm.

13.3 Definition If H is a Banach space with respect to this inner product norm,
then H is called a Hilbert space.

13.4 Theorem For every closed convex subset K of a Hilbert space H, and for
every f € H, there exists a unique v € K such that

If = ul = min |l — o],

or, equivalently,
(f—u,v—u)<0 Yvek.

Moreover the map Px : f € H — u € K is contractive in the sense that
| P f1 — Pr fol| < [If1 — fall-
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13.5 Theorem (Riesz) For fixed f € H define ¢ € H* by
p(v) = (f,v) VveH.

Then the map f — ¢ defines an isometry between H and H*, which allows one
to identify H and H*.

13.6 Corollary Every Hilbert space is reflexive. In particular bounded sequences
of Hilbert spaces have weakly convergent subsequences.

13.7 Theorem Let H be a Hilbert space, and M C H a closed subspace. Let
Mt ={ucH: (u,v)=0 Yve M}.

Then H = M @ M*, ie. every w € H can be uniquely written as

w=u+v, ueM, veM.
13.8 Definition Let H be a Hilbert space. A bilinear form A : H x H — R is
called bounded if, for some C' > 0,

|A(u, v)| < Cllul[|v]] Vu,v € H,
coercive if, for some a > 0,

A(u,u) > allul*  Vue H,

and symmetric if
A(u,v) = A(v,u)  Vu,v € H.

13.9 Remark A symmetric bounded coercive bilinear form on H defines an equiv-
alent inner product on H.

13.10 Theorem (Stampacchia) Let K be a closed convex subset of a Hilbert
space H, and A : H x H — R bounded coercive bilinear form. Let ¢ € H*. Then
there exists a unique u € K such that

A(u,v —u) > (v —u) Yo e K.

Moreover, if A is also symmetric, then u is uniquely determined by

Al u) — p(u) = min{ A(v,v) — o(0)}.
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13.11 Corollary (Lax -Hilgram) Under the same conditions there exists a unique
u € H such that
A(u,v) = ¢(v) Yve H.

Moreover, if A is symmetric, then u is uniquely determined by

1

%A(u’ u) — go(u) = ?eig{ﬁA(Ua U) - (p(?})}-

Proof of Theorem 13.10 Let (Riesz) ¢ correspond to f € H. Fix u € H. Then
the map v — A(u,v) belongs to H*. Thus, again by the Riesz Theorem, there
exists a unique element in H, denoted by Au, such that

Au,v) = (Au,v).

Clearly ||Aul| < C|jul||, and (Au,u) > o|u|? for all u € H. We want to find u € K
such that X
A(u,v —u) = (Au,v —u) > (f,v—u) Yve K.

For p > 0 to be fixed later, this is equivalent to
(pf — pAu+u—u, v—u) <0 Vv € K,

le.
u = Pg(pf — pAu + u).

Thus we have to find a fixed point of the map S defined by
S: u— Pg(pf — pAu+u),
so it suffices to show that S is a strict contraction. We have,
|Sus — Sus|| = || Pk (pf — pAuy +ur) — P (pf — pAug + us)

< |[(ur — u2) — p(Aur — Aus)||,
so that

1Su1 — Suz||? < [Jur — ug]|® — 2p(Auy — Aug, uy — ug) + p?||Auy — Ausl|?

< lur = u|*(1 = 2pa + p*C?).

Thus for p > 0 sufficiently small, S is a strict contraction, and has a unique fixed
point. This completes the first part of the theorem.

Next, if A is symmetric, then by Remark 13.9 above and Riesz’ theorem, there is
a unique g € H such that

o(v) = A(g,v) Vv € H.
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So we must find u such that A(g —u,v —u) <0 Vv € K, ie. u= Pgyg, if we
replace the scalar product by A(-,-), or, equivalently, u € K is the minimizer for

D=

1I)Il€1II{1A(g —v,9— U)5 = (f,%l;%A(g’g) + A(’U,’U) - ZA(g,U))

13.12 Definition Let H be a Hilbert space. Then T' € B(H) is called symmetric
if
(Tz,y) = (x,Ty) Vz,y € H.

13.13 Definition A Hilbert space H is called separable if there exists a countable
subset S C H such that for every € H there exists a sequence (x,,)°2; C S with

Ty — X.

13.14 Theorem Every separable Hilbert space has a orthonormal Schauderbasis
or Hilbert basis, i.e. a countable set {¢1, 2, @3, ...} such that

(i) (@i, 5) = dij;
(ii) every z € H can be written uniquely as

T =T11 + Tap2 + T3p3 + ...,
where x1,z9, 3, ... € R. Moreover,

lz]* = 21 + a5 +a5+..

and z; = (x, ¢;).
13.14 Theorem Let H be a Hilbert space, and T' € C(H ) symmetric. Then H has
a Hilbert basis {¢1, @2, ...} consisting of eigenvectors corresponding to eigenvalues

A1, A2, A3, ... € R with
(A1l = [Ae] = [As] = ... L0,

and such that

T T
’)\1|: sup ( ZE,J’)‘:|( (;017(;01) .
o#zeH  (T,7) (¢1,¢1)
T T
pol= swp  ({T0) o (TP
O0#xeH (z,2) (2, 92)
(JJ,QD]_):O
T T
= sp (T8 Ten ey
O#zcH (% SL‘) (@3; 903)

(zp)=(z,2)=0
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etcetera. Moreover, if ¢ € H satisfies (¢, 1) = (¥, p2) = ... = (¥, ¢,) = 0, and
(T, ) = Apr1(, 1), then 9 is an eigenvector for A, 4.

PART 5: POISSON’S EQUATION
14. The weak solution approach in one space dimension

Instead of the Dirichlet problem for Poisson’s equation,

—Au=f in
u=0 on 0,

we first consider the one-dimensional version of

—Au+u=f in
u=0 on 09,

that is, for given f in say C([a, b]), we look for a function u satisfying

—u" +u=f in (a,b);
(P) {u(a) =u(b) =0

Of course we can treat (P) as a linear second order inhomogeneous equation, and
construct a solution by means of ordinary differential equation techniques, but
that is not the point here. We use (P) to introduce a method that also works in
more space dimensions. Let ¢ € C*([a,b]) with ¥(a) = ¢(b) = 0 and suppose that
u € C%([a, b)) is a classical solution of (P). Then

/<u+uw /fw,

so that integrating by parts, and because ¥ (a) = 1 (b) = 0,

/a (W + ) = / .

For the moment we say that u € C'([a, b]) is a weak solution of (P) if

b b
vip € C*([a, b)) with 1(a) = (b)) =0: / (W'Y + up) = / fu. (14.1)
A classical solution is a function u € C?([a,b]) which satisfies (P).
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The program to solve (P) is as follows.

A. Adjust the definition of a weak solution so that we can work with functions on
a suitable Hilbert space.

B. Obtain the unique existence of a weak solution u by means of Riesz’ Theorem
or the Lax-Milgram Theorem.

C. Show that u € C?([a,b]) and u(a) = u(b) = 0, under appropriate conditions on
f.

D. Show that a weak solution which is in C?([a, b]) is also a classical solution.

Step D is easy, for if u € C?([a,b]) with u(a) = u(b) = 0 is a weak solution, then

b b
/(—u”+u—f)w:/(U’¢’+uw—f¢)=0

for all ¢ € C([a,b]) with ¥(a) = 1 (b) = 0, and this implies —u” +u = f on [a, b],
so u is a classical solution of (P).

For step A we introduce the Sobolev spaces WP,
14.1 Definition Let 0 # I = (a,b) C R,1 < p < oo. Recall that D(I) is the
set of all smooth functions with compact support in I. Then W1P(I) consists of

all uw € LP(I) such that the distributional derivative of u can be represented by a
function in v € LP(I), i.e.

= — Iy D(I).
/Im/J /qu/J v e D(I)
We write v/ = v.

14.2 Exercise Show that u’ is unique.

14.3 Remark For I bounded it is immediate that

CYI) c WHP(I) Vp € [1,00].

14.4 Exercise Show that W1 (I) ¢ C(I).

14.5 DefinitionH!(I) = W2(I).

14.6 Theorem W1P(I) is a Banach space with respect to the norm
lullp = lulp + '],
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where | - |, denotes the LP-norm.

14.7 Theorem H'(I) is a Hilbert space with respect to the inner product

(u,v)1 = (u,v) + (u/,0) = /(uv—l—u’v’).

1

The inner product norm is equivalent to the W 2-norm.
14.8 Theorem W1P(I) is reflexive for 1 < p < oo.

14.9 Theorem W?1P(I) is separable for 1 < p < oo. In particular H!(I) is
separable.

14.10 Theorem For 1 < p < oo and z,y € I we have

for every u € WP(I), possibly after redefining u on a set of Lebesque measure
ZEro.

14.11 Remark In particular we have by Holders inequality (1/p+1/¢ = 1),
) = 0] = | [ X (10 (93] < gl <

p—1
r—yl? if p>1

& = yYullp = llull1

14.12 Definition For 0 < o < 1, I bounded, and f € C(I), let the Holder
seminorm be defined by

u(x) —uly
o = sup 12 = 4w
z,y€l |z —yl
T#y

Then 3 3
CI)={ueC(): |uls < 0}

is called the class of uniformly Holder continuous functions with exponent «.
14.13 Theorem C%(I) is a Banach space with respect to the norm
[ull = |uloo + [t]a
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and for 1 < p < oo, and I bounded, WP (I) c C*~V/?(T).

14.14 Corollary For 1 < p < oo, and I bounded, the injection W1P(I) — C(I)
is compact.

14.15 Theorem Let u € WP(R), 1 < p < co. Then there exists a sequence
(un)2, C D(R) with ||u, —ulj1,, — 0. In other words, D(R) is dense in WP (R).

14.16 Corollary Let u,v € W'P(I),; 1 < p < oo. Then uv € WHP(I) and
(uv)’ = wv’ + vw'v. Moreover, for all z,y € I

y y
/ u'v = [uv]i’;—/ uv’.

14.17 Definition Let 1 < p < co. Then the space Wy (I) is defined as the

closure of D(I) in W1P(T).

14.18 Theorem Let 1 < p < oo and I bounded. Then

WP ={ue W'"?(I):u=0 on 9I}

14.19 Remark For 1 < p < oo, Wy?(R) = W1P(R).

14.20 Proposition (Poincaré) Let 1 < p < oo, and I bounded. Then there exists
a C > 0, depending on I, such that for all u € Wol’p(I):

lullip < Clu/lp.

Proof We have

)| = tu(e) —u(a)] = | [ w()as < [ (s)ds < w1l

implying )
ulp < (b—a)?[1yu'],. =

14.21 Corollary Let 1 < p < oo and I bounded. Then ||ul|;,, = ||v||, defines an
equivalent norm on Wy ?(I). Also

() = [
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defines an equivalent inner product on Ha(I) = W,y *(I). (Two inner products are
called equivalent if their inner product norms are equivalent.)

We now focus on the spaces Hg (I) and L?(I) with I bounded. We have established
the (compact) embedding H}(I) — L?(I). Thus every bounded linear functional
on L?(I) is automatically also a bounded linear functional on H}(I), if we consider
H}(I) as being contained in L?(I), but having a stronger topology. On the other
hand, not every bounded functional on Hg(I) can be extended to L?, e.g. if
Y € L*\H', then ¢(f) = [, f’ defines a bounded functional on Hg(I) which
cannot be extended. This implies that if we want to consider H}(I) as being
contained in L?(I), we cannot simultaneously apply Riesz’ Theorem to both spaces
and identify them with their dual spaces. If we identify L?(I) and L?(I)*, we
obtain the triplet
Hy (D21 = 221y S 1
Here ¢ is the natural embedding, and ¢* its adjoint. One usually writes
Hy(I)* = H™Y(I).

Then
Hy(I) — L*(I) — H~(I). (14.2)

The action of H~1 on H} is made precise by

14.22 Theorem Suppose F' € H~Y(I). Then there exist fo, f1 € L?(I) such that

/fov—/flv Vo € Hy(I).

Thus H~!(I) consists of L? functions and their first order distributional deriva-
tives. Note however that this characterization depends on the (standard) identi-
fication of L? and its Hilbert space dual. Also F does not determine fy and f;
uniquely (e.g. fo =0, f1 =1 gives F(v) =0 Vo e H(I)).

14.23 Remark Still identifying L? and L?" we have for 1 < p < oo, writing
Wy (1) = WLr (D),

WyP(I) — L*(I) — W~LP(I), (14.3)

and Theorem 14.22 remains true but now with fo and f1 in L9(I), where 1/p +
1/qg=1.

We return to
—u" +u=f inl=(a,b);
(F)§ _
u=0 ondl ={a,b}.
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14.24 Definition A weak solution of (P) is a function w € HJ (I) such that

/(u'v' + uwv) = /fv Yo € Hy(I). (14.4)
I I

Since D(I) is dense in Hg(I) it suffices to check this integral identity for all 1) €
D(I). Thus a weak solution is in fact a function u € H}(I) which satisfies —u” +

u = f in the sense of distributions. Note that the boundary condition v = 0 on
01 follows from the fact that u € H}(I).

14.25 Theorem Let f € L?(I). Then (P) has a unique weak solution u € Hg(I),
and . .
2 2 . 12 2
— [ ( +u)—/fu: min —/(U —l—v)—/fv.
2 /I I ’UEH&(I) { 2 I I }

Proof The left hand side of (14.4) is the inner product on H}(I). The right hand
side defines a bounded linear functional

o) = [ 0

on L3(I), and since H}(I) — L3(I), ¢ is also a bounded linear functional on
H}(I). Thus the unique existence of u follows immediately from Riesz’ Theorem.
It also follows from Lax-Milgram applied with

Au,v) = /(u'v' + uv),
I
and then A being symmetric, the minimum formula is also immediate. =

How regular is this solution? We have u € H}(I), so that v’ € L?(I) and also
W' =u— feL*1I). Thus

we H*(I)={uec H'(I): « € H'(I)}. (14.5)
Clearly if f € C(I), then u” € C(I).

14.26 Corollary Let f € C(I). Then (P) has a unique classical solution u €
C3(I).

14.27 Exercise Let a, 3 € R. Use Stampachia’s Theorem applied to K = {u €

HY(I) : uw(0) = a, u(1l) = 8} with A(u,v) = ((u,v)) and p(v) = [ fv to generalize
the method above to

, —u"+u=f in (0,1);
(F) {U(O):a; u(l) = g.
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Next we consider the Sturm-Liouville problem

— (pu') +qu=f in (0,1);
(5L) {u<o> — (1) =0,

where p,q € C([0,1]), p,q > 0, and f € L?(0,1).

14.28 Definition u € H}(0,1) is a weak solution of (SL) if

1 1
A(u,v) = /0 (pu'v' + quv) = /0 fv Yve H0,1). (14.6)

14.29 Exercise Prove that (SL) has a unique weak solution.

Finally we consider the Neumann problem

—u" +u=f in (0,1);
) {u'(O) =/(1) = 0.

14.30 Definition v € H'(0,1) is a weak solution of (N) if

1 1
/(u’v’+uv):/ fv Yve HY0,1).
0 0

14.31 Exercise Explain the difference between Definitions 14.24 and 14.30, and
prove that for f € L?(0,1), (N) has a unique weak solution. Show that if f €
C([0,1]) there exists a unique classical solution u € C?(]0,1]). (Don’t forget the
boundary conditions.)

15. Eigenfunctions for the Sturm-Liouville problem
Recall that (SL) was formulated weakly as
A(u,v) = p(v) Vo€ Hy(0,1),

where

1 1
A(u,v) :/ pu'v' +quv  and p(v) :/ fo.
0 0
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For p,q € C([0,1]), p,q > 0, A(+,-) defines an equivalent inner product on H{ (0, 1),
and for f € L?(0,1) (in fact f € H~1(0,1) is sufficient), ¢ belongs to the dual of
H}0,1).

15.1 Exercise Define T : L?(0,1) — L?(0,1) by Tf = u, where u is the (weak)
solution of (SL) corresponding to f. Show that T is linear, compact and symmet-
ric.

15.2 Theorem Let p,q € C([0,1]), p,q > 0. Then there exists a Hilbert basis
{n 22, of L?(I), such that ¢, is a weak solution of

{ — (pu) + qu = \yu in (0,1);
u(0) =u(1) =0,

where (A,)22; is a nondecreasing unbounded sequence of positive numbers.

15.3 Exercise Prove this theorem (to show that A\, > 0 use ¢,, as testfunction).

15.4 Remark By (the Krein-Rutman) Theorem 12.23, 0 < A\; < A2 < A3 < ..,
and 7 can be chosen positive. In fact all \; are simple. This follows from the
theory of ordinary differential equations, see e.g. [CL].

15.5 Exercise Show that T : H}(0,1) — H3(0,1) is also symmetric with respect
to the inner product A(-,-). Derive, using the eigenvalue formulas in Theorem
13.14 for compact symmetric operators, that

. I pu’® + qu? o 4 qu?
Al = min S—a——, A2 = min _—,
0#£u€H}(0,1) fo u2 (u,1)=0 fu

etcetera.

16. Generalization to more dimensions
Throughout this section {2 C R" is an open connected set.

16.1 Definition Let 1 < p < co. Then the Sobolev space WP(Q) is defined by

ou ou
WHP(Q) = {u € LP(Q); B B, LP(Q)}.

16.2 Theorem With respect to the norm
n
ou
ull1,p = lulp + ; la—xz p
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W1P(Q) is a Banach space, which is reflexive for 1 < p < oo, and separable for
1 <p<o0.

16.3 Proposition Let u,v € WP(Q) N L°(Q). Then uv € WHP(Q) N L>(Q)
and

0 (uv) = ou ov
aIZ’ -

P P n
Then WP(Q) € LP"(Q), and the embedding is continuous, i.e.

[ulps < C llulliy Yu € WHP(Q).

To get some feeling for the relation between p and p*, we consider the scaling
ux(z) = u(Ax). This scaling implies that on R™ an estimate of the form

|u|q < C(n,p)|VU|p

for all sufficiently smooth functions u : R™ — R, implies necessarily that ¢ = p*,
and indeed, for this value of ¢, this (Sobolev) inequality can be proved.

16.5 Theorem Let Q be bounded with 9Q € C*. Then
p<n = WIP(Q) < L(Q) Vqe (1,p");
p=n = W' (Q)— LYQ) Vqc (1,0);

p>n = W'(Q)— C(Q),

and all three injections are compact.

16.6 Definition Let 1 < p < co. Then WP (Q) is the closure of D(Q) in the
|- |l1,p-norm. Here D(€2) is the space of all smooth functions with compact support
in €.

16.7 Theorem Suppose u € W1P(Q) N C(Q) with 9Q € C*!, where 1 < p < oo.
Then
u=0on N if and only if u e Wy?(Q).

16.8 Theorem (Poincaré inequality) For all bounded 2 C R™ there exists C' =
C(p, ), such that for all 1 < p < oo,

lul, < C|Vul,  Yue WyP(Q).
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Thus |||ul||, = |Vul, is an equivalent norm on W, (£2).

Next we turn our attention to the Hilbert space case p = 2. We write H*(2) =
Wh2(Q) and HL(Q) = W, 2(Q).

16.9 Proposition H!(Q) is a Hilbert space with respect to the inner product

and H}(Q) € H'() is a closed subspace, and has

= Ju Ou
WW:;A%mi

as an equivalent inner product.

16.10 Corollary For any bounded domain £ C R™, the injection Hg () — L?(Q)
is compact.

From now on we assume that {2 is bounded. Consider for f € L?(2) the problem

—Au=f in Q;
(D){ .
u=0 in o0f).

16.11 Definition u € H}(Q) is called a weak solution of (D) if

/QVUVU :/va Vv € Hy(Q).

Note that, defining p € (H}(2))* by

o) = [ 1o

this inequality is equivalent to
((,0)) = p(v) Vv e Hy(Q).

As in the one-dimensional case we have from Riesz’s Theorem 13.5 (or Lax-
Milgram):
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16.12 Theorem Let € be a bounded domain, f € L?(€2). The (D) has a unique
weak solution u € H(Q), and the function E : H}(Q) — R, defined by

E(U):%/(;’VUP—/QJCU,

16.13 Theorem (regularity) Suppose 9Q € C* and f € C*(Q). Then u €

> (Q).

attains its minimum in u.

Next we consider the operator T': L?(Q2) — H}(Q) defined by T f = u. Clearly T
is a bounded linear operator. Since we may also consider T as T : L2(2) — L*(Q)
or T : H} () — H (), and since H}(Q) — L?(Q) is compact, we have

16.14 Proposition T : H}(Q2) — Hg () is compact, and also T : L*(Q) — L?(Q)
is compact.

16.15 Theorem (i) T : L?(Q2) — L?(Q) is symmetric with respect to the standard
inner product in L?(Q); (ii) T : Hg () — Ha () is symmetric with respect to the
inner product ((-,-)).

Proof (i) (T'f,g9) = (9,Tf) = (Tg,Tf)) = ((Tf,Tg)) = (f,Tg). (i) (Tf,9)) =
(f,9)=1(9,f)=UTg,f)) =((f,Tg)). =

16.16 Theorem Let 2 C R™ be a bounded domain. Then there exists a sequence

of eigenvalues
0<)\1<)\2§)\3§)\4§...TOO,

and a Hilbert basis of eigenfunctions
P1,¥P2, P35 - -

of L?(2), such that

—Au =X u in
(Ex)
u=0 on 09,

has nontrivial weak solutions if and only if A = \; for some ¢ € N. Moreover ¢; is
a weak solution of (E),), and

\V4 2
A1 = min ‘[Q|—S2| (attained in ¢ = p1);
0£eeHL Q) Jo p
\V/ 2
Amt1 = min le—ﬁ‘ (attained in o = @p41)-
) Jow
(psp1)=...=(0,pm)=0
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The function ¢; € C°°(2) satisfies the partial differential equation in a classical

way, and if 92 € C°, then also ¢; € C*°(Q), for all i € N. Finally ¢ > 0 in Q.

Proof Applying the spectral decomposition theorem to T : L?(Q) — L2(Q) we
obtain a Hilbert basis {¢1, v2, 3, ¢4, ...} corresponding to eigenvalues (counted
with multiplicity) g1, po, u3, pa, ... of T : L*(Q) — L2?(Q), with |ui| > |u2| >
lus] > ... 1 0. Since ; satisfies

/ Vi Vo :/ 0V Vv € Hy (),
Q Q

Mi/ |V%|2=/%’2,
Q Q

so that clearly p; > 0. Thus setting \; = 1/p;, weobtain 0 < A\ < Ay < A3 < ... 7
oo as desired. The eigenvalue formulas for \; follow from the eigenvalue formulas
for 11; applied to T : H}(Q) — HE(Q), since

(Te,9)  (p,0)  [¥?

(e, 0) — ((0s0)  [IVe]*

We have completed the proof except for regularity, and the fact that A\ < Ao,
and 7 > 0 in . Both these properties follow from the Krein-Rutman theorem
applied to the cone C' of nonnegative functions. Unfortunately H}(Q) is not the
space for which T satisfies the conditions of this theorem with C' as above, so one
has to choose another space, with ‘smoother’ functions. Here we do not go into
the details of this argument, and restrict ourselves to the following observation.

we have, putting v = ¢;,

16.17 Proposition Let u be the weak solution of (D). Then

f>0 ae.inQ = u>0 a.e. in .

Proof We use the following fact. Let u € H!(Q). Define
) = u(x) 'if u(x) > 0;

0 if u(z) <0,
and

u (x) =

—u(z) if wu(x) <0
0 if wu(z)>0.

Then u*,u~ € H(Q), and

) Vu(z) i u(z) > 0;
Vu'(z) = {0 it u(z) <0,
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and
v ) V@) if u(z) <0
V(@) = {O if u(z) > 0.

Now taking u~ as test function we obtain

OS/\Vu_]2:/Vu_Vu_:—/VuVu‘z—/fu‘ﬁO,
Q Q Q

implying u™ =0. =
We conclude this section with some remarks.

Consider the problem

—Au+u=f in
(D1)
u=20 on Of).

This problem can be dealt with in the same manner as (D) with ((u,v)) = [ VuVu
replaced by

(u,v) = /Q(uv + VuVv).

Consider the Neumann problem

—Au4u=f in
N
Ny ou on 99
ov
where v is the outward normal on 0. Here the approach is as in N = 1.

16.18 Definition u € H'(Q) is a weak solution of (V) if

/Vqu—l—uv:/fv Yu € H(Q).
Q

Unique existence of a weak solution follows as before.
Consider the problem

—Au=f in Q

(N) ou

o

Here we have a complication. By Gauss’ theorem, a solution should satisfy

0= @:/Au:—/f,
an OV Q Q
56
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so we must restrict to f with [ f = 0. Also, if u is a solution, then so is u + C for
any constant C'. Therefore we introduce the spaces

E2(Q):{feL2(Q):/f:0} and Eﬂ(Q):{ueﬂl(Q):/u:o}.
Q Q

16.19 Definition Let f € L?(Q). Then u € H'(Q) is called a weak solution if

/QVquz/fv Yo e HY(Q).

Observe that if this relation holds for all v € H' (), it also holds for all v € H(Q).

16.20 Proposition The brackets ((:,-)) also define an inner product on HY(Q),
and ((-,-)) is equivalent (on H'(f2)) to the standard inner product.

16.21 Corollary For all f € L?(Q), there exists a unique weak solution in H' ()
of (N).

In the problems above, as well as in the methods, we can replace —A by any linear
second order operator in divergence form

—div(AV) = — Z %(aij(x)a%j)y

i,7=1

where
A(x) = (ai(7))ij=1,....n

is a symmetric x-dependent matrix with eigenvalues

0<0<A(z) <A(x) <...<\(x) < M < 0,

for all z € Q, and a;; € C(€2), i.j = 1,...,n. In all the statements and proofs
J VuVu then has to be replaced by

/ i a..(@%@
Q. *J a.CCZ (%cj'

2,7=1

17. Harmonic functions
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Throughout this section, {2 C R™ is a bounded domain.

17.1 Definition A function u € C?(Q) is called subharmonic if Au > 0 in Q,
harmonic if Au =0 in €0, and superharmonic if Au < 0 in .

17.2 Notation The measure of the unit ball in R" is

n 2 2 27Tn/2

The (n — 1)-dimensional measure of the boundary 0B; of Bj is equal to nwy,.
17.3 Mean Value Theorem Let u € C?(f2) be subharmonic, and
Br(y) ={zeR": |z —y| < R} C Q.

Then
1

< u(x)dS(x),
e /8 . uds(z)

where dS is the (n — 1)-dimensional surface element on 0Bg(y). Also

u(y)

|
— u(x)dz.
Wn " J B (y)

u(y) <

Equalities hold if u is harmonic.

Proof We may assume y = 0. Let p € (0, R). Then

0< /B Mufayio = [ 2 (r)as(x) = 5 O (s () =

(substituting = = pw)

d

Ou n—1 _ n—1 ﬁu W w) =1 = ul ow w
[ S as@) =t | (s = [ updse

(substituting w = x/p)

d 1 /
— u(x)dS(z),
dp p" Jo, ()d5 ()

n—1

=p

which implies, writing



that f’(p) > 0. Hence

w0) =l f(p) < F(R) = ——pms [ u@)aso)

010 nw, k"1

which proves the first inequality. The second one follows from

R R
/ u(x)dx = / { u(x)dS(z) }dp > / nwnp™ tu(0)dp = w, R™u(0).
Br 0 BBP 0
This completes the proof. =

17.4 Corollary (Strong maximum principle for subharmonic functions) Let u €
C?(Q) be bounded and subharmonic. If for some y € €, u(y) = supg u, then

u=u(y).

Proof Exercise (hint: apply the mean value theorem to the function a(x) =
u(z) — u(y), and show that the set {x € Q: @(z) = 0} is open). =

17.5 Corollary_ (weak maximum principle for subharmonic functions) Suppose
u € C%(2) N C(Q) is subharmonic. Then
SUp ¥ = max u = max u.
Q oN

Q Q

Proof Exercise.

17.6 Corollary Let u € C%(Q) N C(22) be subharmonic. If u = 0 on 952, then

u < 0 on €, unless ©u = 0 on €.
Proof Exercise. n

17.7 Corollary Let ¢ € C(92). Then there exists at most one function u €
C?%(2) N C(N) such that Au =0 in Q and u = ¢ on Of.

Proof Exercise. n

17.8 Theorem (Harnack inequality) Let Q' CcC Q (ie. Q' C ' C Q) be a
subdomain. Then there exists a constant C' which only depends on Q" and 2, such
that for all harmonic nonnegative functions u € C?(Q),

supu < C'inf u.
Q v

Proof Suppose that Byr(y) C Q. Then for any x1,25 € Br(y) we have
Bpr(x1) C Bsg(x2) C Bar(y) C €,
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so that by the mean value theorem,

1

wan Br(z1)

u(z1) =

u(z)dr < ENEIOD /J33R(:n2) u(z)dx = 3"u(zs2).

3’)’L

Hence, =1, x5 being arbitrary, we conclude that

Thus we have shown that for Q'

sup v < 3" inf wu.
Br(y) Br(y)

= Br(y), with B4r(y) C 2, the constant in the

inequality can be taken to be 3™. Since any £’ CC € can be covered with finitely

many of such balls, say

Q c BR1

we obtain for ' that C = 3"

(y1) U Br,(y2) U

N.I

U BRN(yN)7

Next we turn our attention to radially symmetric harmonic functions. Let u(x)

be a function of r = |z| alone, i.e. u(x) =

0= dule) = ()
i=1 !

— Z_:(%U’(T) +

— —U’
U’ (r) +
implying
so that
U(r)=

I'(z) =

or
8:131

x.
_'LU//
"L (r)

Z U//

—1 1
U () =

,r,n

TnilU/(’I“) = (4,

Cir + Cy
Cl 10g7’+02
C; 1
C
2 —nrn2 +02
r 1|
ke
1
glog\xl
1 1
\ nw, (2 —n) |z|n—2

6:132

n a n
fu= ; 8_:1:@( 6% Z 61’1

0 1

- l‘z'U/(T) 8:171(;))

ZayU

— (")

U(r). Then w is harmonic if and only if

(17.1)

(17.2)



ie. C1 = 1/nw, and Cy = 0 in (17.1). Whenever convenient we write I'(z) =
L(fa]) = T(r).

17.9 Theorem The fundamental solution I' is a solution of the equation AI' = §
in the sense of distributions, i.e.

/n T(2)Av(z)dz = p(0) Vi € D(R™).

Proof First observe that for all R > 0, we have I' € L>°(Bg) if n = 1, ' € LY (Bg)
forall 1 <p <ooifn=2 and ' € L¥(Bg) for all 1 < p < -2 if n > 2, so for
all ¢ in D(R™), choosing R large enough, we can compute

/n [(z)AY(x)dx = /B ['(z)AY(x)dx = lim [(x)AY(x)dx =

pl0 Ar.,

(here Ar , = {x € Br : |z| > p})

. o o 9% _or _
1[}{8{ 8AR,p F% - /AR,p vrvw} a 1[}%{ 8AR,p (F 81/ 61/ ¢) + /AR,P wAF} B
lim —0y/9v wn_l } = 4(0).

pl0 Jop, nwn(2—n)p""2 " nwyp

For n = 1,2 the proof is similar. =
Closely related to this theorem we have

17.10 Theorem (Green’s representation formula) Let u € C?(Q) and suppose
90 € C'. Then, if v is the outward normal on 952, we have

) = [ {ule) g0l = 9) = To — )G @S + [ T - pAute)ds

Here the derivatives are taken with respect to the x-variable.

Proof Exercise (Hint: take y = 0, let Q, = {x € Q : || > p}, and imitate the
previous proof). =

If we want to solve Au = f on 2 for a given function f, this representation formula
strongly suggests to consider the convolution

JRACENOTE
Q
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as a function of y, or equivalently,

(T f)(x) = / P(a — y)f(y)dy (17.3)

as a function of x. This convolution is called the Newtonpotential of f.

For any harmonic function h € C?(Q) we have

ou Oh

so that, combining with Green’s representation formula,
oG ou
_ o= A 17.4
u(y) ag{uay Gay}—l—/QG u, (17.4)

where G = I'(x — y) + h(z). The trick is now to take instead of a function h(z)
a function h(zx,y) of two variables z,y € Q, such that h is harmonic in x, and for
every y € 2,

G(z,y) =T(x —y)+ h(z,y) =0  Va e 0.

This will then give us the solution formula

oG /
U = U— -+ G Au.
(v) /8 g+ |

In particular, if u € C?(9) is a solution of

Au=f in §;
(D) §
u=¢ on 0f),

then
B 0G(z,y) . \da
U(y)—/89 pla)—3 — +/QG( y)f(z)de. (17.5)

The function G(z,y) = I'(x — y) + h(z,y) is called the Green’s function for the
Dirichletproblem. Of course h(z,y) is by no means trivial to find. The function h
is called the regular part of the Green’s function. If we want to solve

Au=0 1in §;
u=¢ on 0f),
(17.5) reduces to
0G(x,
uty) = [ o0 as ) (17.6)
o0 v
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We shall evaluate (17.6) in the case that Q = B = B1(0) = {z € R™ : |z| < 1}.
Define the reflection in B by

S(y) = ‘y% if y£0; S0)=o00; S(c0)=0. (17.7)

Here oo is the point that has to be added to R” in order to construct the one-point
compactification of R™. If 0 # y € B, then § = S(y) is uniquely determined by
asking that 0, y and 7 lie (in that order) on one line [, and that the boundary
0B of B is tangent to the cone C' with top i spanned by the circle obtained from
intersecting the ball B with the plane perpundicular to | going through y (you’'d
better draw a picture here). Indeed if T lies on this circle, then the triangles Oyx
and 0xy are congruent and

y—0 -0 _ 1

|y|:— = = E—
z—-0 |[y—0 |y

so that 7 = S(y). It is also easily checked that
OB ={z e R"; [z —y| = [y[lz — Y|}
But then the construction of h(z,y) is obvious. We simply take

Wz, y) = =T (lyl(z - 7)),

so that
G(z,y) =Tz —y) = T(jyl(z — 7)) (17.8)
Note that since |y||y| = 1, and since y — 0 implies § — oo, we have, with a slight

abuse of notation, that G(x,0) = I'(z) — I'(1). It is convenient to rewrite G(z,y)
as

G(z,y) =T (V|72 + [y]2 = 22y) — T(V]z2|y]2 + [y[2[5]? - 2|y|?27)

=T(/]z]2 + [y]2 = 22y) — T(V/]z[2|y]2 + 1 — 2zy),

which shows that G is symmetric in « and y. In particular G is also harmonic in
the y variables.

Next we compute 0G/0v on 0B. We write

_ 0 & o Or x—y OF x,—7,
r=lo—yl T=lo-gl oo =v V=) v oo = o=
i=1 !

=3I

0 i T 61’1

so that since G = T'(r) — T'(|y|F),




and

L T Lo le

nwn|y|”*2r" Loy nw, |y|” 2n—1

1 n
= ly|>~ "7 Z xi(x; —7y;) = (substituting r = |y|F)
nwn, ;

1 2-n |y n g 2 —_ N\ 1 2
A ;(w zif;) = o Alyl” — 2y},

whence ac( ) . | |2
T,y 1—-1ly
= (1—1|yP?) =

ov(x) — nw,rm C nwplr —y|n

(17.9)

17.11 Theorem (Poisson integration formula) Let ¢ € C(9B). Define u(y) for

y € B by
1 — |yl? x
uty) = I [ O,
nWwny aB 1T — |

and for y € OB, by u(y) = ¢(y). Then u € C?(B) U C(B), and Au =0 in B,

Proof First we show that v € C*°(B) and that Au =0 in B. We have

uly) = LY / 20 5@y = [ Ko, y)e(@)ds(e)

nwr, Bl —yl" OB

where the integrand is smooth in y € B, and K (z,y) is positive, and can be written
as
0G(x " IG(x

( Y) Z ; ( ?J)‘

Klwy) = ov(z) or;

i=1
Thus u € C*°(B) and

n

d 2 " 9G(x,
Z —2 5y /8 B;wi#mdsm)

=1

/ Z Z o(2)dS(z) = 0.
=1 =1
Next we show that u € C(B). Observe that

K(z,y)dS(x) =
oB
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because u = 1 is the unique harmonic function with @ = 1 on the boundary. We
have to show that for all z¢g € 6B

lim u(y) = p(x0) = u(xo),

Yy—=To
yeB

so we look at

u(y) —ulzo) = [ K(z,y)(p(x) — ¢(xo))dS(x).
0B

Fix € > 0. Then there exists § > 0 such that
lp(z) — p(xg)] < e forall x € 0B with |z — x¢| < 4.

Thus we have, with M = maxgp |¢|, that

fu(y) — u(zo)| < / K(z,y)|o(x) — o(z0)|dS(x)

z€0B, |z—xzo|<d

+/ K (z,y)|e(x) — ¢(z0)|dS(z) <
z€0B, |z—x0|>48

K(x,y)edS(z) + / K(z,y)2MdS(z) =
OB xeaBa |1‘_I0|Z(S
)
e+ 2M K(z,y)dS(z) < (choosing y € B with |y —zo| < =)
x€0B, |x—xo|>68 2
1— |y|? 1— |y|? 2\n
e+ 2M ¢d5(x) SE—FZMA/ (5) dS(z) =
x€0B, \w—y\zg nwn\a: - y’n Nwn, 0B 0

2\n
5+2M(5) (1—1|y|*) — e as y — xo.

Since € > 0 was arbitrary, this completes the proof. =

17.12 Remark On the ball Bg = {x € R" : |z| < R} the Poisson formula reads

R? — |y[? / ()
0

nonR Jop, 2y

u(y) = dS(x).

17.13 Corollary A function u € C(2) is harmonic if and only if

1
= d
u(y) o /BR(y) u(x)dz
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for all Br(y) CC Q.

Proof Exercise (hint: use Poisson’s formula in combination with the weak maxi-
mum principle which was proved using the mean value (in-)equalities). m

17.14 Corollary Uniform limits of harmonic functions are harmonic.
Proof Exercise. =

17.15 Corollary (Harnack convergence theorem) For a nondecreasing sequence
of harmonic functions u, : € — R to converge to a harmonic limit function
u, uniformly on compact subsets, it is sufficient that the sequence (u,(y))o, is
bounded for just one point y € €.

Proof Exercise (hint: use Harnack’s inequality to establish convergence). =

17.16 Corollary If u : Q — R is harmonic, and Q' CC Q, d = distance (£, 092),
then
n

Vul <
Sgp! ul < 5

sup |ul.
Q

Proof Since AVu = VAu = 0, we have by the mean value theorem for y € '

1
Vu = Vu(x)dx| =
Vu(y) ‘wndn/Bd@) (¢)da

(by the vector valued version of Gauss’ Theorem)

1

d nwnd" " sup [u(o)||v()] = = sup [u(a)]
wpd™

wpd™ Ba(y) d By(y)

/ w(@)v(2)dS(z)] <
0B4(y)

since v is the unit normal. =
17.17 Corollary (Liouville) If u : R® — R™" is harmonic, then u = constant.

Proof We have

1

w,, R™

V()| = |

/ u(z)v(z)dS(z)| < |u(@)v(z)|dS ()
0BRr(y)

~ wn R Jopg(y)

n 1 n

= Ronw Rl /83R(y) u(r)dS(z) = EU(y)

for all R > 0. Thus Vu(y) = 0 for all y € R", so that u = constant. =
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We have generalized a number of properties of harmonic functions on domains in
R2, which follow from the following theorem for harmonic functions of two real
variables.

17.18 Theorem Let Q2 C R? be simply connnected. Suppose u € C(fQ) is har-
monic. Then there exists v : 2 — R such that

F(z +iy) = u(z,y) + iv(x,y)

is an analytic function on Q. In particular u,v € C*(Q2) and Au = Av =0 in Q.

17.19 Exercise Let u :  — R be harmonic. Show that the function v = |Vu|?
is subharmonic in (2.

18. Perron’s method

18.1 Theorem Let €2 be bounded and suppose that the exterior ball condition
is satisfied at every point of Jf2, i.e. for every point zo € 0} there exists a ball
B such that BN Q) = {z9}. Then there exists for every ¢ € C(09) exactly one

harmonic function u € C(Q2) with u = ¢ on 0f.

For the proof of Theorem 18.1 we need to extend the definition of sub- and super-
harmonic to continuous functions.

18.2 Definition A function u € C(Q2) is called subharmonic if u < h on B for
every ball B CC Q and every h € C(B) harmonic with v < h on dB. The
definition of superharmonic is likewise.

Clearly this is an extension of Definition 17.1, that is, every u € C?(Q) with
Awu > 0 is subharmonic in the sense of Definition 18.2. See also the exercises at
the end of this section.

18.3 Theorem Suppose u € C(Q) is subharmonic, and v € C() is superhar-
monic. If u < wv on 9€2, then v < v on €2, unless u = v.

Proof First we prove that © < v in . If not, then the function u — v must have
a maximum M > 0 achieved in some interior point xg in 2. Since u < v on 0f)
and M > 0, we can choose a ball B CC () centered in z(, such that u — v is
not identical to M on 0B. Because of the Poisson Integral Formula, there exist
harmonic functions %, € C(B) with @ = u and ¥ = v on dB. By definition, @ > u
and T < v. Hence u(xzg) — T(xzp) > M, while on 0B we have t — 7 =u —v < M.
Because u and v are harmonic it follows that w — v = M on B, and therefore the
same holds for © — v on 9B, a contradiction.
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Next we show that also u < v on €2, unless u = v. If not, then the function u — v
must have a zero maximum achieved in some interior point xg in €2, and, unless
u = v, we can choose zy and B exactly as above, reading zero for M. Again this
gives a contradiction. =

Using again the Poisson Integral Formula we now introduce

18.4 Definition Let u € C(2) be subharmonic, and let B CC Q be a ball. The
unique function U € C(2) defined by

(i) U = u for Q\B;
(ii) U is harmonic on B,

is called the harmonic lifting of u in B.

18.5 Proposition The harmonic lifting U on B in Definition 18.4 is also subhar-
monic in 2.

Proof Let B’ CC § be an arbitrary closed ball, and suppose that h € C (E/) is
harmonic in B, and U < h on 0B’. We have to show that also U < h on B’.
First observe that since u is subharmonic U > u so that certainly v < h on 0B/,
and hence u < h on B’. Thus U < h on B’\B, and also on the boundary 09’ of
Q' = B’NB. But both U and h are harmonic in Q' = B’N B, so by the maximum
principle for harmonic functions, U < h on €’ = B’ N B, and hence on the whole
ofl?ﬁ | ]

18.6 Proposition If uj,us € C(Q2) are subharmonic, then v = max(uy,us) €
C(Q2) is also subharmonic.

Proof Exercise. n

18.7 Definition A function u € C(£2) is called a subsolution for ¢ : 9Q — R if u
is subharmonic in 2 and u < ¢ in 9€2. The definition of a supersolution is likewise.

18.8 Theorem For ¢ : 902 — R bounded let S, be the collection of all subsolu-
tions, and let

u(z) = sup v(z), x €.
vES,

Then u € C(Q) is harmonic in Q.

Proof Every subsolution is smaller then or equal to every supersolution. Since
Supgq ¢ is a supersolution, it follows that w is well defined. Now fix y € € and
choose a sequence of functions vy, v9,vs3,... € S, such that v,(y) — u(y) as n —
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0o. Because of Proposition 18.6 we may take this sequence to be nondecreasing
in C(Q), and larger then or equal to infgq p. Let B CC Q be a ball with center
y, and let V,, be the harmonic lifting of v,, on B. Then v, < V,, < u in €2, and
V,, is also nondecreasing in C'(€2). By the Harnack Convergence Theorem, the
sequence V,, converges on every ball B’ CC B uniformly to a harmonic function
v € C(B). Clearly v(y) = u(y) and v < u in B. The proof will be complete if we
show that v = u on B for then it follows that u is harmonic in a neighbourhood
of every point y in ). So suppose v Z v on B. Then there exists z € B such that
u(z) > v(z), and hence we can find uw € S, such that v(z) < u(z) < u(z). Define
wy, = max(v,,u) and let W,, be the harmonic lifting of w,, on B. Again it follows
that the sequence W,, converges on every ball B’ CC B uniformly to a harmonic
function w € C(B), and clearly v < w < w in B, so v(y) = w(y) = u(y). But
v and w are both harmonic, so by the strong maximum principle for harmonic
functions they have to coincide. However, the construction above implies that
v(z) <u(z) <w(z), a contradiction. =

Next we look at the behaviour of the harmonic function v in Theorem 18.8 near
the boundary.

18.9 Definition Let 2o € Q. A function w € C(Q) with w(zo) = 0 is called a
barrier function in z( if w is superharmonic in Q and w > 0 in Q\{zo}.

18.10 Proposition Let u be as in Theorem 18.8, and let xy € 92, and suppose
there exists a barrier function w in zg. If ¢ is continuous in xg, then u(z) — @(xo)
if £ — xg.

Proof The idea is to find a sub- and a supersolution of the form u* = o(xq) +
e £ kw(z). Fix € > 0 and let M = supyq |¢|. We first choose § > 0 such that
lo(z) — p(zo)| < € for all x € 9N with |z — xg| < §, and then k& > 0 such that
kw > 2M on Q\Bs(xg). Clearly then u~ is a sub- and u* is a supersolution, so
that ¢(z¢) — e — kw(z) < u(x) < p(xo) + €+ kw(x) for all z € 2. Since € > 0 was
arbitrary, this completes the proof. =

18.11 Exercise Finish the proof of Theorem 18.1, and prove that the map
0 € C(0N) —ueC)

is continuous with respect to the supremum norms in C(9Q) and C(9).

18.12 Exercise Show that for a function u € C(£2) the following three statements
are equivalent:

(i) u is subharmonic in the sense of Definition 18.2;
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(i) for every nonnegative compactly supported function ¢ € C?(2) the inequality

/ uA¢p >0
Q
holds;

(iii) w satisfies the conclusion of the Mean Value Theorem, i.e. for every Br(y) CC

() the inequality
1

) < ey | o u()iS ()

holds.

Hint: In order to deal with (ii) show that it is equivalent to the existence of a
sequence (£2,,)5%; of strictly increasing domains, and a corresponding sequence
of subharmonic functions (u,)32,; € C*(Q,), with the property that for every
compact K C €) there exists an integer N such that K C Q,, and moreover, the
sequence (uy,)5 5 converges uniformly to u on K.

Finally we formulate an optimal version of Theorem 18.1.

18.13 Theorem Let €2 be bounded and suppose that there exists a barrier func-
tion in every point of 2. Then there exists for every ¢ € C(99) exactly one
harmonic function u € C(Q2) with u = ¢ on 09Q.

19. Potential theory

We recall that the fundamental solution of Laplace’s equation is given by

1

5 log(|x|) if n = 2;

1

n(2 —n)wy,

I'(z) =T(lz]) =
2>~ if n > 2,

and that the Newton potential of a bounded function f : 2 — R is defined by

Note that we have interchanged the role x and y in the previous section.

When n = 3, one can view w(x) as the gravitational potential of a body 2 with
density function f, that is, the gravitational field is proportional to —Vw(x). This
gradient is well defined because of the following theorem.
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19.1 Theorem Let f € L>(Q2), 2 C R" open and bounded, and let w(x) be the
Newton potential of f. Then w € C'(R") and

ow(z) [ ol'(z —y)

f(y)dy.

Proof First observe that

I'(z — i — Yi 'z — 1
O (@ y): iy so that |8 (= y)’§ .
Ox; nwp |z — y|® or; nwy |z — y[—1
Hence
/ ‘3F(w—y)‘dx</ da _/ da
Br(y) i B Br(y) nwn'-f - y|”_1 Br(0) nwn|x\"—1
R
1
= / — " ldr =R < 00,
0 rn—l
and
Tz —
I =Y) ¢ 11(Ba(y) forall R > 0.
(9.132'
Thus the function oI )
r—y
i = —_— d
wtw) = [ =y

is well defined for all x € R™.
Now let n € C*°(]0, 00)) satisfy

n(s) =0 for 0<s<1;
0<7n'(s) <2 for 1<s5<2;
n(s) =1 for s>2,

and define
wio) = [ I — w0 )y,

€

Then the integrand is smooth in z, and its partial derivates of any order with
respect to x are also in L*°(Q2). Thus w. € C*°(R"™) and

3

aqgic(f) - /Q 3(;, (T(z — y)n(u)f(y))dy —

/ 8P(x_wn('%_y|)f(y)aly+/ Do -y (L =8l g,
Q Q

ox; £ e elz—yl
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We have for n > 2, and for all x € R", that

{8105 |_|/0F T—y \x—y]> 1) £(y)dy

€

=yl n
+ [ - () i <

1 ] 5
Sl — dy+/ — Zdy
i fe-yl<2e MOl = y[" 7 jo—yl<2e TN = 2)wnlz —y[" 2 € J

2e ) 2e 1 2 )
= 00 T d ———r""d
el | Tt [ g}

4
_2)6’

= 1 fllof2e + 5%(2@2} = e (2

so that
ow,

c%ci

— v; uniformly in R" as ¢ | 0.

Similarly one has
|z —yl
welw) — (@) = | | ) 1) f(y)ay

3

2e 1 1 2
Mflloe | g™ dr = | fllso 5
e | g™ = Wl

so that also w. — w uniformly on R™ as € | 0. This proves that w,v; € C(R"),
and that v; = Ow/0z;. The proof for n = 2 is left as an exercise. =

The next step would be to show that for f € C(Q), w € C?(Q) and Aw = f.
Unfortunately this is not quite true in general. For a counterexample see Exercise
4.9 in [GT]. To establish w € C%(£2) we introduce the concept of Dini continuity.

19.2 Definition f : 2 — R is called (locally) Dini continuous in €2, if for every
Q' ccC Q there exists a measurable function ¢ : Rt — R* with

R
/ #(r) dr < oo forall R >0,
0

such that
|f(z) = f()] < oz —yl)

for all z,y in Q'. If the function ¢ can be chosen independent of Q’, then f is
called uniformly Dini continuous in 2.
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19.3 Definition f : 2 — R is called (uniformly) H6lder continuous with exponent
a € (0,1] if f is (uniformly) Dini continuous with ¢(r) = r.

19.4 Theorem Let 2 be open and bounded, and let f € L>°(Q2) be Dini contin-
uous. Then w € C?(Q), Aw = f in Q, and for every bounded open set Qg D 2
with smooth boundary 0,

0w () _/ 0’T(z —y)
8a:¢6xj N Q 8:528%

)~ Ny = 5@ [ ZEZDyasy),

0 Ox;

where v = (v, ..., ) is the outward normal on 92y, and f is assumed to be zero
on the complement of €.

Proof We give the proof for n > 3. Note that

PT(x—y) 1 |o—yPoy—n(z: —yi)(x; —y))

Ox;0r;  nwy |z — y|nt2 ’
so that
|82F(x —y) | 11
dx;0r; ' wy |z —y[’

which is insufficient to establish integrability near the singularity y = z. Let

wle) = [ SR 1) = ey — o) [ FE=D

P P (y)dS(y)-

Since f is Dini continuous, it is easy to see that u;;(x) is well defined for every
x € (), because the first integrand is dominated by

1 p(r)
Wy T
and the second integrand is smooth. Now let

Ve () = /Q oz - y)n( =l ) f(y)dy.

8$i 9

Then

3

ot~ 228 | [ IO b2 20l

1 —1
<l | g = 20 e

so that v;; — Ow/0x; uniformly in R™ as ¢ | 0. Extending f to Q¢ by f =0 in
¢, we find for x € Q, using the smoothness of (OI'/0z;)nf, that

Ovic () _ 0 8F($_y)n(|x_y|)f(y)dy:

890]- Q0 890]- 8IZ 3
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8 (x—y)  |z—y|
/{f 83:] ox; 77( € )dy+

0 l(xz—y) Jr—yl\,

prov1ded 2e < d(z,00), so that
3 Ovic ()
o) = T2 = | [ 4500 = ) (1=

Pe—y),,  dJe—yl\y _/Jz—yl\zi—y; O(z—y)
|QO 8%83:] (1= 5 )) = 5 )e\x—yl ox; b

()

- y|)) ol'(z — y)dy‘ _

9 (9901

(f(y) - F(o)}dy| < /| (— 2 Yol — gy <

smylae Oz — g Enlz— gl

/06<3+ 2 yp(ryrldr <

rn grn—1

2e 2e 2e
n/ () dr + 2/ relr) dr < (n+2) / #(r) dr,
0 T 0 eE T 0 T

Ov;e
83: j

implying

— u;; as €] 0,

uniformly on compact subsets of Q. This gives v; € C*(Q2) and

_ Ovi(x) 0%w(x)
Hij (ZL‘) N 811]' N 8.@181'] '

It remains to show that Aw = f. Fix x € Q and let Qo = Bg(x) D Q. Then

= ;Uu(ﬂf) = 3 8(;; _ Z/aBR(w) - ) (y)dS(y) _
~ol@—y) o ar
f(z) /GBR(m); i i(y)dS(y) = f( )/{aBR(O) oA =
1

fl@)nw, R* = f(x),

nw, R*—1

and this completes the proof. =

74



19.5 Theorem Let B be a bounded open ball in R". Then

Au=f in B;
o
u=¢ ondB,

has a unique classical solution v € C?(B)NC(B) for every bounded Dini continuous
f: B — R and every p € C(0B).

Proof Exercise (hint: write u = @ + w, where w is the Newton potential off). =

19.6 Exercise Generalize Poisson’s formula to an integral formula for the solution
of (D).

19.7 Definition Let f be locally integrable on Q. A function u € C(2) is called

a weak Cp-solution of Au = f in Q if, for every compactly supported ¢ € C?(Q),
the equality

/Qqu:/wa

holds.

19.8 Exercise Let f € C(2), and let w € C(R") be the Newton potential of f.
Show that w is a weak Cy-solution of Au = f in €2, and that the map

2l
<l

feC@) —wel(Q)

is compact with respect to the supremum norm in C(€2).

19.9 Exercise Formulate and prove Theorem 19.5 for more general domains.
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20. Stationary incompressible two-dimensional flows

In this section we apply the theory of harmonic functions to stationary incom-
pressible two-dimensional flows. Let ¢ : R?> — R3 be the velocity field of a
stationary flow. Assuming that the flow is really only 2-dimensional, we have

Q(xvya Z) = Q(l',y) = (Q1($ay)7q2(x7y)30)7 and write q= (CI17QQ) : Rz - RQ'

If the density is constant (i.e. the flow is incompressible), the velocity is equal to
the flux, and conservation of mass implies

0:/ q-yds:/divq,
oD D

for all bounded D with 0D smooth (v is de outer normal on 9D). Thus the
equation we arrive at for ¢ = (¢1,¢2) = (¢1 (2, y), ¢2(x, y), is

divg= 27+ 5% = 0. (20.1)

Next consider any smooth curve ~ joining (0,0) to an arbitrary point P € R2. We
compute the total amount of fluid that flows per unit of time (and per unit of the
invisible third space coordinat z) through ~. This depends on the choice of the
normal vector v on . We choose v and the unit tangent 7 along v in such a way,
that the determinant of the matrix (v, 7) is plus one. Then what we find is

/q-VZ/(qldy—qzd:c)2/—qzdx+q1dy=/ (_Q2) T
v v v v\ @1

Since 5 5
VX(_QQ): oz Dy :%+%:div<(ﬂ):o,
q1 —q2 q1 ox oy Q2

this integral only depends on P, because of Stokes’ theorem. Writing P = (z,y)

we define
w(ffb’,y)=/7q-v:/7 (_q(f) 7. (20.2)

Vi = (—q2>_ (20.3)

q1

Clearly,

This function v is called the stream function, and level curves of ¢ are called
stream lines, because they are tangential to the flow velocity field. The total flow
between two stream lines is constant. Thus, if two streamlines get closer to one
another, the velocity has to increase.
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If the flow is also irrotational, i.e. if

j{q -7 =0, (20.4)

for every closed smooth curve 7, then again by Stokes’ theorem, we must have

o2 8 90 O P P
0=V xgq ( o q§’> 5+ 9 5 (Ye) + 8ywy Yz + Pyy,

so that for ¢ we obtain the equation

Thus the streamfunction is harmonic. Also, since V x ¢ = 0, we can define a
function ¢(z,y) by

ez, y) = / q-T, (20.6)

where 7 is the same smooth curve from (0,0) to (x,y) that we used before. Again
this integral depends only on (z,y), and

Vo =q, (20.7)

so that also
Ap =divg = 0. (20.8)

The harmonic function ¢ is called the velocity potential. Since

O <Q1) and V) = (_QQ>,
q2 q1

the level curves of the stream function and the velocity potential intersect onean-
other perpendicularly. Moreover, writing z = x + 1y, the complex stream function

F(z) = F(z +iy) = o(z,y) + iY(z,y)

is analytic if ¢ and 9 are differentiable, because the Cauchy-Riemann equations
hold:

P = q1 = ¢y and Py = q2 = _¢m-
For the derivative of F'(z) we find

F/(2) = 5 F(o i) = 9a(a,9) + 0(2,) = el y) — ity (2, 1),

so that in complex notation the velocity field is given by

¢g=q +ig = F'(z),
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where the bar denotes complex conjugation.

Now suppose we have a stationary 2-dimensional irrotational flow in a simply
connected domain 2 . Then the derivations above remain valid. We look for an
harmonic (stream) function ¢ : © — R to describe the flow. If €2 is insulated,
i.e. if there is no flow going through 0f2, then 92 must consist of streamlines, i.e
lines where v is constant. For a bounded simply connected domain this implies
immediately that 1 is constant in {2, because of the maximium principle. In other
words, no flow at all. Hence to find nontrivial 2-dimensional irrotational flows we
must look at domains 2 with 0Q2 disconnected, or at unbounded domains.

20.1 Example Let Oy = {(z,y) : y > 0} = {z € C : Imz > 0}. A flow in
which at infinity has a velocity equal to one parallel to the z-axis, is given by
F(z) =z, ¢(x,y) =z, Y(x,y) =y, and, in complex notation, ¢ = 1.

20.2 Example Flow in a half space past a vertical barrier. Here we take
Qo ={(z,y): y>0; y>1if x =0}.
How do we find a solution? We look for an analytic function f(z), with
f(€Q2) = Q1 and f(992) = 0.

Note that here the boundary of a domain has a meaning slightly different from the
usual definition. In particular the vertical barrier has to be counted twice, because
its left and right hand sides are physically separated. A way to do this would be
not to consider the boundary as a set but as a curve.

For the function f(z) we find

fl2) = Va2 +1,

which describes a flow in €25 with the same properties at infinity as the flow in the
previous example. This "boundary condition at infinity” can in fact be shown to
determine the flow uniquely. The stream function is ¥ (x,y) = Imv/22 + 1, and

z )

=gy +igy = (——
q=q QQ<22+1

Observe that in the corners, i.e. both sides of the barrier near z = 0, the velocity
is small and tend to zero as z — 0, while near the tip z = 1 of the barrier, the
velocity is unbounded.
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PART 6: MAXIMUM PRINCIPLES

21. Classical maximum principles for elliptic equations

In this section we replace the Laplacian A by the operator L, defined by

Lu—ia-- O +ib-au+cu (21.1)
B I (9:(:15’33] i1 185131' ’ ’

4,j=1

Here the coefficients a(x),b(x) and c(x) are continuous functions of z € Q, and u
is taken in C%(Q). It is no restriction to assume that a;;(z) = a;;(z) for all z € Q.
The matrix

ajr(x) - ain(x)

=1,...

ani(z) -+ ann(x)

is symmetric and defines a quadratic form on R” for every x € ). Denoting the
elements of R™ by £ = (&1, ...,&,), this form is given by

N

(A@)¢8) = Y ai(@)&&;- (21.2)

3,j=1

Note that A(z), being a symmetric matrix, has exactly N real eigenvalues A (z) <
. < An(x) (counted with multiplicity), corresponding to an orthonormal basis of
eigenvectors.

21.1 Definition The operator L is called elliptic in zq € € if

(A(20)€,€) >0 VEeRY, €40,

i.e. if the quadratic form is positive definite in xzg.

If L is elliptic at xq, there exist numbers 0 < A(zo) < A(zg) such that \(zg)|¢|?
(A(x0))€,€) < Axp)|€]? for all € € RV, and it is easy to see that 0 < ()
)\1(.%‘0) S )\N(l'o) = A(LIJQ)

I IA

21.2 Definition The operator L is called uniformly elliptic in § if there exist
numbers 0 < A < A < oo, independent of x € €2, such that

MEP < (A(2)€,€) < A[E)® Yz e @ Ve e RY.
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To check the uniform elipticity of a given operator L of the form (21.1), it is
sufficient to check that all the eigenvalues of the matrix A(x) are positive, and
bounded away from zero and infinity uniformly for x € €). Throughout this section
we shall assume that this is always so, and that for some fixed number by > 0,

In many ways uniformly elliptic operators resemble the Laplacian.

21.3 Theorem (weak maximum principle) Let Q C RY be a bounded domain,
and let L be uniformly elliptic with bounded continuous coefficients, and ¢ = 0 on
Q. Suppose that for some u € C?(2) N C(Q),

Lu>0 in Q.

Then

SUp U = maxu = maxu.
Q Q o

Proof First we assume that Lu > 0 in 2 and that « achieves a maximum in
xo € Q. Then Vu(xg) = 0, and the Hessian of u in xq,

(Hu) (o) = (af;x (“))i,jzl N

.....

is negative semi-definite, i.e.

N
2,7=1

2

0

We claim that consequently

al 0%u
(Lu)(zo) = Z aij(wo)m(ﬂﬁo) <0,

1,j=1

contradicting the assumption. This claim follows from a lemma from linear algebra
which we state without proof.

21.4 Lemma Let A = (a;;) and B = (b;;) be two positive semi-definite matrices,
ie.

N N
Z a;;&&; > 0 and Z bij&i&; > 0,

1,7=1 2,7=1
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for all £ = (&1,...,&n) € RN, Then

N
Z CLZ'j bij 2 0.

4,j=1

We continue with the proof of Theorem 21.3. Suppose Lu > 0 in €2, and let
v(x) =€, 4 >0.
Then
(Lv)(x) = (a117* +vb1)e™ > y(Xy = bp)e?™ >0,
if v > bg/A. Hence, by the first part of the proof, we have for all € > 0 that

sup(u + ev) = max(u + €v).
Q o«

Letting € | 0 completes the proof. =

21.5 Theorem Let Q2 C RY be a bounded domain, and let L be uniformly
elliptic with bounded continuous coefficients, and ¢ < 0 on 2. Suppose that for
some u € C%(Q) N C(Q),

Lu>0 in Q.

Then

supu = maxu < né%qu“,

Q Q

where vt = max(u,0) denotes the positive part of u.

Proof Let QT = {z € Q: u(z) > 0}. If QT = () there is nothing to prove. Assume
QT £ (. For every component Q(J)r of QT we have

u=20 on o0g \ 09,

SO

maxu < max ul.

393 o

Define the operator Ly by
Lou = Lu — cu.

Then Lou > Lu in Qa“ and by Theorem 21.3

SUp U = maxu = maxu S maxzﬁ,

oF oF 00 t
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and this holds for every component of Q7. =

21.6 Corollary Let 2, v and L be as in Theorem 21.5. If
Lu=0 in £,

then
sup |u| = max |u| = max |ul.
Q Q o0

Proof Exercise.

21.7 Definition u € C?(Q) is called a subsolution of the equation Lu = 0 if
Lu > 0 in 2, and a supersolution if Lu < 0.

21.8 Corollary Let 2 and L be as in Theorem 21.5, and assume that u € C*(2)N
C(Q) is a subsolution and w € C?(Q) N C(Q2) a supersolution. Then u < W on A
implies u < @ on Q. (Comparison principle)

Proof Exercise. n

21.9 Corollary For f € C(),p € C(0Q),Q and L as in Theorem 21.5, the
problem

Lu=f in Q
u=¢ on 0N

has atmost one solution in C?(2) N C(9).
Proof Exercise. =

What we have done so far is based on the weak maximum principle. As in the
case of the Laplacian, we shall also prove a strong maximum principle. We recall
that € is said to satisfy a interior ball condition at zo € 02 if there exists a ball
B C Q such that BN IO = {x¢}.

21.10 Theorem (Boundary Point Lemma) Let € and L be as in Theorem 21.5,
let zg € OS2 be a point where the interior ball condition is satisfied by means of a
ball B = Bg(y), and u € C?(Q) N C(Q U {z0}). Suppose that

Lu>0 in Q and u(z) <u(zg) Ve,
Then, if u(xzg) > 0, we have

lim xinf —u(xo) —u(@)

vege v — ol

>0 forall §>0,
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where
Ss={ze€Q:(y—x9,x—x0) > IR|z — x0]|}.

For ¢ = 0 in © the same conclusion holds if u(z¢) < 0, and if u(zp) = 0 the sign
condition on ¢ may be omitted. N.B. If the outward normal v on 902 and the

. . ou . . ou
normal derivative g exist in zo, then §(z0) > 0.

Proof Choose p € (0, R) and let A = Br(y)\B,(y). For z € A we define

v(z) = e—or’ _ e_O‘RQ, r=lzr—yl,

where o > 0 is to be specified later on. Then

81} _ar?
d%v —ar? —ar?
833091;‘(96):40‘28 (@i — yi)(xj — y;) — 2ae™"" by,
10T

where 9;; =1 for i = j and 6;; = 0 for 7 # j, so

N
(Lv)(z) = e‘0”"2{ > 40P (@i — i)z — yj)ais (@)

7,j=1

N
= 3" 20(an(@) + bi(@) (@ — u)) + clw) | — c(a)e
i=1
Hence, if ¢ is nonpositive, by definition 21.2 and (21.3),
(Lv)(z) > 6_0”“2{4@2)\7"2 —2a(NA + Nbgr) + c} >0 in A,

provided « is chosen sufficiently large.

Now let .
we(z) = u(zg) —ev(x) z€ A, €>0.

Then
(Lw:)(x) = —e(Lv)(x) 4 c(x)u(zo) < —e(Lv)(z) < 0 < Lu(x) Vo € A,

if c(z)u(xo) <0 for all x € 2. Because u(z) < u(xo) V€ 0B,(y) we can choose
€ > 0 such that

we(x) = u(zo) —ev(z) > u(x) Vo € 0B,(y),
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while for z € 0Br(y)
we(z) = u(zg) — ev(z) = u(zg) > u(x).

Hence
{Lw6 <Lu in A

we >u on O0A,
so that by the comparison principle (Corollary 21.8) u < w, in A, whence
u(zo) —u(z) > ev(z) Vre A

Since .
Vou(zg) = 20e™ " (y — x9),

this completes the proof for the case that ¢ < 0 and u(xg) > 0. Clearly the case
¢ = 0 and u(x) arbitrary is also covered by this proof. Finally, if ¢ is allowed to
change sign, and u(xg) = 0, we replace L by Lu = Lu — cyu. =

21.11 Theorem (Strong Maximum Principle, Hopf) Let 2 and L be as in Theo-
rem 21.5 and let u € C?(Q) satisfy

Lu>0 in €.
(i) If ¢ =0 in Q then u cannot have a global maximum in €2, unless u is constant.

(ii) If ¢ <0 in Q then u cannot have a global nonnegative maximum in 2, unless
u is constant.

(iii) If u has a global maximum zero in 2, then u is identically equal to zero in €.

Proof Suppose u(yp) = M and u(x) < M for all x € Q. Let
Q- ={z € Qu(x) < M},

and assume that Q_ # (). Then 9Q_ N Q # 0, so there exists y € Q_ with
d(y,00_) < d(y,08). Hence we may choose a maximal R > 0 such that Bgr(y) C
Q_, and on 0Bg(y) C Q there must be a point xy where u(zg) = M. In view
of the boundary point lemma we have Vu(zg) # 0, contradicting the assumption
that M is a global maximum. =

21.12 Corollary Let Q and L be as in Theorem 21.5 and let u € C?(Q) satisfy
Lu=0 in Q.
(i) If ¢ =0 in Q then u cannot have a global extremum in €2, unless u is constant.
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(ii) If ¢ < 0 in © then |u| cannot have a global maximum in €2, unless u is constant.

21.13 Theorem (a priori estimate) Let L and (2 be as in Theorem 21.5, u €
C?(Q)NC(Q) and f € C(Q). If

Lu>f in £,
then

supu = maxu < maxu’ + Csup |f_]|,
Q Q o Q

where C' is a constant only depending on A, by, the diameter of ).
Proof We may assume that

Qc{zeRN;0<z <d).

Let Ly be defined by Lou = Lu — cu. For x € Q and « a positive parameter we
have

b
Loe™™t = (a?a1; + aby)e™™ > (Aa? — bya)e®™ = hafa — Xo)e‘”l >\,

if a = bTO + 1. Now define v(zx) by

v = maxug + X(eo‘d — eaxl)sgp |f-|.

Then
Lv = Lov+cv < —sup |f_|,
Q

SO

Liv—u) < —(sup|f-|+f) <0 in Q.
Q

Clearly v —u > 0 on 012, whence, by the weak maximum principle, v —u > 0, and

1
< T4 —ed -l in Q.
u < maxu +)\e S?Zp]f | in

21.14 Corollary In the same situation, if Lu = f, then

sup |u| = max |u| < max |u| + C'sup| f].
Q Q o0 Q

Another important consequence of the strong maximum principle is what is widely
known as Serrin’s sweeping principle, which is very useful in the study of semilinear
elliptic equations of the form

Lu+ f(x,u) = 0.
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21.15 Theorem (Serrin’s sweeping principle) Let L and € be as in Theorem
21.5, and suppose that f : Q x R — R is continuous, and has a continuous partial
derivative f,, which is locally bounded in u € R, uniformly in x € . Suppose that
there exists a family (of supersolutions) {uy, A € [0,1]} € C%(2) N C(Q), with Ty

varying continuously with X\ in the sense that the map A € [0,1] — wy € C(Q) is
continuous. Suppose also that, for all A € [0, 1],

Luy + f(z,uy) <0 in Q,and wuy > 0 on 912,
and that there exists a (subsolution) u € C?(Q) N C(Q), with
Lu+ f(z,u) >0 in Q,and u <0 on 0.

Then, if u < @y in Q for some A = \g € [0, 1], it follows that u < @)y in Q for all
A€ [0,1].

Proof We first prove the statement for A = A\g. Assume it is false. In view of the
assumptions this means that the function w = w) — u has a global maximum zero
in some interior point of 2. But w is easily seen to satisfy the equation

Lw + cx(x)w <0 in Q,
with .
ex(z) = / fule, 515 (2) + (1 — s)u(x))ds,

which is a bounded continuous function in €. By Theorem 21.11(iii), it follows
that w is identically equal to zero, a contradiction. Thus the statement is proved
for A = Ag.

Next vary A starting at A = A\g. As long as u < wuy there is nothing to prove,
the only thing that can go wrong is, that for some A = Ay, with |A\; — Ag| chosen

minimal, u) touches u again from below. But this is ruled out by the same
argument as above. =

22. Maximum principles for parabolic equations

We consider solutions u(x,t) of the equation

uy = Lu, (22.1)
where N N
0%u ou
Lu = i ———— b;— . 22.2



Throughout this section we assume that L has bounded continuous coefficients
a;j(z,t) = aji(x,t), bi(z,t), c(z,t) defined for (z,t) in a set of the form Qr =
Q% (0,T], with T > 0, and © a domain in RY. The set 't = Q7 \Qr is called the
parabolic boundary of Q7. If the elliptic part Lu is uniformly elliptic in @7, that
is if there exist numbers 0 < A < A < oo, independent of (x,t) € Qr, such that

NE? < (A, 1)€,€) < AJE]? Y(x,t) € Qr VE € RY, (22.3)
where
ayr(x,t) - ain(z,t)
Az, t) = (aij(x’t))i,jzl,...,N - )
ani(z,t) -+ ann(z,t)

then equation (22.1) is called uniformly parabolic in Q7.

22.2 Notation
ou  O%u

C’z’l(QT) ={u:Qr — R; u,uy, (9_561" m

€ C(Qr)}

Our goal is again to exclude the existence of maxima and minima of (sub- and
super-) solutions u in Q7.

22.3 Theorem Let L be uniformly elliptic in @7 with bounded coefficients, (2
be bounded, and ¢ = 0, and suppose that u € C%(Qr) N C(Qr) satisfies the
inequality u; < Lu in Q7. Then

SUp Y — maxu = maxu.

Qr Qr Lr

Proof First we assume that u; > Lu in Q7 and that u achieves a maximum in
P = (z¢,t9) € Qr. Then the first order z-derivatives of v vanish in P, and

(Hu)(P) = (3525“;3 (P >)i,j:1 N

.....

is negative semi-definite, i.e.

8.%’1‘8.’13]'

Consequently

(Lu)(P) = Z ai;(P) agi a“wj (P) <0,
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implying u:(P) < 0, so u cannot have a maximum in P.

Now suppose that we only know that u; < Lu in Q7. Let
v(x) =€,y >0.
Then
(Lv)(z) = (611172 +b1)e?™t > y(Ay — bg)e?™t > 0,

if v > bo/A, where by = sup,,. [b|. Hence, by the first part of the proof, we have
for all € > 0 that

sup(u + ev) = max(u + €v).
Qr Dr

Letting € | 0 completes the proof. =

22.4 Theorem Let L be uniformly elliptic in @7 with bounded coefficients, 2
be bounded, and let ¢ < 0, and suppose that u € C*1(Qr) N C(Q7) satisfies the
inequality u; < Lu in Q7. Then

supu = maxu < maxut.

Qr Qr I'r

Proof Exercise. n

22.5 Corollary Let L be uniformly elliptic in Q7 with bounded coefficients, {2 be
bounded, and suppose that u € C?1(Qr)NC(Qr) satisfies the inequality u; < Lu
in Qr. If u <0 on I'r. Then also u <0 on Q.

Proof Exercise. Hint: consider the function
v(x,t) = e Fu(z,t),
with k£ > 0 sufficiently large. =

22.6 Remark Everything we have done so far remains valid if Q1 is replaced by
DN {t <T}, where D is a bounded domain in RV*1,

As in the elliptic case we also have a strong maximum principle, , and p(z) < z—xo.
By the boundary point lemma this last inequality must be strict, for otherwise the
first order derivatives of u cannot vanish simultaneously in P, contradicting u < M
in Dbut this requires a little more work.

22.7 Theorem (Boundary Point Lemma) Let L be a uniformly elliptic operator
with bounded coefficients in a domain D € RV*! and ¢ < 0 in D. Suppose the
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interior ball condition in a point P = (xq,ty) € 0D is satisfied by means of a ball
B = Br((w1,t1)) with 21 # xo. Let u € C*1(D) N C(D U {P}) satisfy

Lu—u; >0 in D and u(x,t) <u(P) V(x,t) € D.

Then, if u(P) > 0, we have

P) — t
lim inf wP) —ufz,1) > 0,
(2.t)=P |(z,1) = P
(ZC,t)ESg

where Sy is a cone with top P and opening angle § < 7, intersecting D and
radially symmetric around the line through P and (z1,t1). For ¢ = 0 in D the

same conclusion holds if u(P) < 0, and if u(P) = 0 the sign condition on ¢ may

be omitted. N.B. If the outward normal v on 9D and the normal derivative %

exist in P, then 9%(P) > 0.

Proof Without loss of generality we assume that the center of the disk B is in
the origin. Let By be a small disk centered at P such that By does not have any
point in common with the ¢-axis. This is possible because P is not at the top
or the bottom of B. Consequently there exists p > 0 such that |z| > p for all
(x,t) € K = BN By. Consider

v(x,t) = e (@ H) _ omaR? (22.4)

which is zero on 0B. Then

N N
Lv — vy = e_a(x2+t2){ Z 4042:cixjaij — Z 20&((11'2' + bZ.CEZ) +c+ Qat} — ce_aR2.
i,7=1 i=1

Hence, if ¢ is nonpositive, we have on K that

Lv—v; > e~ oF {4a2Ap2 — 2a(NA + NboR) + ¢ — 2aR} >0, (22.5)
choosing a > 0 sufficiently large, because c¢ is bounded. For the function

we(z,t) = u(z, t) + ev(x, t),
it then also follows that Lw. —w; > 0 in K. Since v = 0 on 0B, and u < u(P) on
B, we can choose € > 0 so small that w. < u(P) on 0K. Applying Theorem 22.3
(22.4) and keeping in mind Remark 22.6, it follows that w. < u(P) on K, so that
u(z,t) <u(P)—ev(x,t) V(z,t) € K. (22.6)

This completes the proof. =
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22.8 Theorem Let L be uniformly elliptic with bounded coefficients in a domain
D Cc RN and ¢ <0 in D. Suppose u € C?1(D) satisfies

Lu—wu; >0 and u(z,t) <M V(z,t) € D.

If u(P) = M > 0 for some P = (xg,t9) € D, then u = M on the component of
DN {t =ty} containing P. For ¢ =0 in D the condition M > 0 can be omitted.

Proof Suppose the result is false. Then there exist two points P = (zg,tp) and
Py = (21,tp) in D such that w(P) = M, u(P;) < M, and u < M on the line
segment [ joining P and P; We can choose P and Pj in such a way that the distance
of [ to the boundary of D is larger then the length of [. For notational convenience
we argue in the remainder of the proof as if N = 1 and x; is to the right of x.
Then for every x € (xg,x1) let p = p(x) be the largest radius such that u < M
on the ball B,(x). Clearly p(z) is well defined. By definition, v = M in some
point P, on the boundary of B,)(z), and, applying the boundary point lemma,
it follows that P, is either the top or the bottom of B,(z), so P, = (x,ty £ p(x)).
Now let 6 > 0 be small, and consider = + §. Then, again by the boundary point
lemma, P, cannot be in the closure of B,;4s)(x 4 0). Hence

p(x +0)* < p(x)? + 62 (22.7)

Substituting 6 /m for ¢, and x + jé/m for j = 0,...,m — 1 in (22.7), we obtain,

summing over j,
2

o+ )" < pla) + o (22.8)

for all m so that p(z) is nonincreasing in z. Letting = | z it follows that u(xg, tg) <
M, a contradiction. =

22.9 Theorem Let L be uniformly elliptic with bounded coefficients in a domain
D c R¥*! and ¢ < 0 in D. Suppose u € C%1(D) satisfies u; < Lu in D and,
for M > 0 and to < t1, that u < M in DN {tg <t < t;}. Then also u < M on
DnN{t=t1}. For c=0in D the condition M > 0 can be omitted, and the result
is also true when D is replaced by Q7.

Proof Suppose there exists a point P = (z1,t1) in DN {t = t;} with u(P) = M.
For notational convenience we assume that P is the origin, so 1 = 0 and t; = 0.
Consider the function

v(z,t) = e~ (el Hon) _q, (22.9)
which is zero on, and positive below the parabola at = —|z|?. Then
. N N
Lo —v; = e~ (2] +O‘t){ D dmimjag — Y 2as + b)) + e+ a} —c.
ij=1 i=1
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Hence, if ¢ is nonpositive,
Lv—v; > 6_(|I|2+°‘t){4)\\x|2 — 2(NA + Nbolz|) + ¢+ a}. (22.10)

Now let B be a small ball with center in the origin. Choosing o > 0 sufficiently
large, we can make the right hand side of (22.10) positive in B. Consider on
K = Bn{at < —|z|*} the function

we(z,t) = u(z, t) + ev(x, t),

then by similar reasoning as before we can choose £ > 0 so small that w. < M on
OK. By Theorem 22.3/22.4 it follows again that w. < M thoughout K, so

u(z,t) < M —ev(z,t) Y(z,t) € K, (22.11)

implying u; > 0 in the origin, a contradiction. This completes the proof. Note
that we did not need u to be defined for ¢ > 0 in the proof, which corresponds to
t > t1 in the Theorem. Thus the proof applies equally well to Q7 with t; =T =

22.10 Theorem (Strong Maximum Principle) Let L be uniformly elliptic with
bounded coefficients in a domain D € R¥*! and ¢ < 0in D. Suppose u € C*1(D)
satisfies u; < Lu in D and, for some M > 0 that u < M in D. If P € D and
u(P) = M, then u = M in every point P’ in D which can be joined to P by a
continuous curve in D along which, running from P’ to P, t is nondecreasing. For
¢ = 0in D the condition M > 0 can be omitted.

Proof By continuity the curve can always be chosen in such a way that it is
piecewise linear with either x or t constant along every piece. By the previous two
theorems u = M along such a curve. =

22.11 Remark For Q7 the statement in Theorem 22.10 is simply that either
u< Min Qp,or u= M in Qr.

Next we give some applications of the results above to semilinear parabolic equa-
tions. Instead of (22.1) we now consider

us = Lu+ f(z,t,u), (22.12)

where f is a given continous function of the variables x and ¢, as well as the
unknown u.

22.12 Proposition (Comparison Principle) Let L be uniformly elliptic in Qr
with bounded coefficients, 2 be bounded, and ¢ < 0, and suppose that f(z,t, u)
is nonincreasing in u. If u,v € C?>Y(Qr) N C(Qr) satisfy u; < Lu + f(x,t,u),
ve > Lv+ f(z,t,v) in Q7, and v < v in 'y, then u < v throughout Q7.
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Proof Exercise. Hint: apply Theorem 22.3 to the function z = u —v. =

The condition that f is nonincreasing in wu is rather restrictive. However, if f
satisfies a one-sided uniform Lipschitz condition,

flx,t,v) — f(z, t,u) < K(v—u), Vr,t,u,v, v>u, (22.13)

we can substitute
u(z,t) = eflw(z,t)

in (22.12). This yields
wy = Lw + e K f(x,t, X)) — Kw = Lw + g(z,t,w), (22.14)
and clearly g(x,t,w) is nonincreasing in w.

22.13 Theorem (Strong Comparison Principle) Let L be uniformly elliptic in Qr
with bounded coefficients, 2 be bounded, and suppose that f satisfies (22.13). If
u,v € C*Y(Qr) N C(Qr) satisfy uy < Lu + f(z,t,u), vy > Lv + f(z,t,v) in Qr,
and v < v in I'p, then u < v throughout Qr, unless u = v in Q7.

Proof Exercise, use (22.14) and the lemma below. =

22.14 Lemma Let L be uniformly elliptic with bounded coefficients in a domain
D C R¥*! and let f satisfy (22.13). Suppose u,v € C?'(D) satisfies u; <
Lu+ f(z,t,u), v¢ > Lv + f(x,t,v), and v <wvin D. If P € D and u(P) = v(P),
then u = v in every point P’ in D which can be joined to P by a continuous curve
in D along which, running from P’ to P, t is nondecreasing.

Proof Exercise. n

Next we shall give a monotonicity property for sub- and supersolutions of semilin-
ear autonomous equations, that is, the coefficients a, b, ¢, and nonlinearity f are
independent of .

22.15 Theorem (Monotonicity) Let L be uniformly elliptic in Q7 with bounded
coefficients independent of ¢, €2 be bounded, and suppose that f = f(z,u) satisfies
(22.13). Suppose u € C?(2) N C(Q) satisfies 0 < Lu + f(z,u) in Q, and u = 0 on
09, and suppose u € C*1(Qr) N C(Qr) satisfies us = Lu + f(x,u) in Qp, u =0
on 09 x (0,71, and u(x,0) = u(z,0) for all z € Q, then u; > 0 in Q7.

Proof By Theorem 22.13 we have u < u in Qp. Define v(z,t) = u(x,t + h),
where 0 < h < T. Again applying Theorem 22.13 we have v < v in Qp_p, i.e.
u(z,t+h) > u(z,t). =
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Remark The assumption that u = 0 on €2 can be relaxed to u < 0, but then
we can no longer talk about a solution u € C(Qr), because obviously u will be
discontinuous in the set of cornerpoints 92 x {0}. The result however remains true
for solutions u € C%!(Qr) which are continuous up to both the lateral bound-
ary 002 x (0,7], and Q x {0}, and in addition have the property that for every
cornerpoint yg € 02 x {0},

0> limsup u(y) > lminf wu(y) > u(yo).
YEQT , Yy—Yo YEQT,Yy—Yo
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1. Consider the problem

t = Ug O<x<l1, t>0;
(D ){ u(0.4) = u(L,#) = 0 t>0;
u(z,0) = (x) 0<z<1.

Ignoring the initial condition for the moment, find all solutions with separate
variables, that is u(z,t) = f(x)g(t). Use these solutions to write down a Fourier
series expansion for the solution of (D) in terms of the Fourier series expansion of
ug-

2. Consider the problem

uz(0,t) = u(l,£) =0 t>0;

{ut:um O<ax<l1, t>0;
u(z,0) = ug(z) 0<z<1.

Carry out the same programme as in 1.

3. Consider the problem

Utt = Uz O<x<1, t>0
D u(0,t) = u(1,t) =0 t > 0;
(D) u(z,0) = o) 0<x<1;

ut(x,0) = B(x) 0<z<I1.

Ignoring the initial conditions, find all solutions with separate variables, that is
u(z,t) = f(x)g(t). Use these solutions to write down a Fourier series expansion
for the solution of (D) in terms of the Fourier series expansions of a and f.

4. Write the Laplacian in R? in polar coordinates (x = rcosf, x = rsinf).
Consider the problem

Up = Ugg + Uyy 224+ y?2 <1, t>0;
u(x,y,t) =0 224+ y2 =1, t>0;
u(z,y,0) = uo(z,y) ?+y? <1

Ignoring the initial conditions, find solutions with separate variables, that is u(z,t) =

F(r)h(8)g(t).

N.B. Let n =10,1,2,3,.... The Bessel function of order n is given by J,(z) =

" (1 x? n z? 8 n
2nplY 2. (2n+2) 2-4-(2n+2)(2n+4) 2-4-6-(2n+2)2n+4)2n+6)

and solves the equation

d?>y 1dy n?

@erdxwL(l——)y:O. (Br)
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Any solution of (B,,) which is continuous in x = 0, is a multiple of .J,(z). The
series expansion of J,(z) is valid for all . For x > 0, J,,(z) has only simple zeros,
which form a sequence

" <ol <ol <ol <. 5 .

Finally we mention the reduction formulas

%(aj”.]n(:z:)) =a2"J,-1(x) and %(w‘"Jn(x)) =—z "Jpy1(x).

5. Evaluate the problem

Utt = Ugy l‘>0,t>0,
u(0,t) = sint t>0;
u(z,0) =0 x > 0;
ug(x,0) =0 x> 0.
6. Evaluate the problem
(Ut = Uy O<x<3m t>0;
u(0,t) = sint 0<t<m;
u(0,t) =0 t>m;
u(3m,t) =0 t>0;
u(z,0) =0 0 <z < 3m,;
( ue(z,0) =0 0 << 3m.
7. Evaluate the problem
(Upp = Ugy O<zxz<3m t>0;
u(0,t) = u(3m,t) =0 t>0;
(D) u(z,0) = 0<z<m
u(x,0) =sinz < x < 2m;
u(z,0) = 27 < x < 3m;
( u(x,0) =0 0 <z <3m.
8. Evaluate the problem
( Upp = Ugy O0<x<d4m, t>0;
u(0,t) = u(4m,t) =0 t>0;
(D) u(xz,0) =0 0<z<m;
u(x,0) =sinz T <z < 2m;
u(z,0) =0 21 < ¢ < 4m;
ur(x,0) =0 0<z<dAn




9. Let a, b, ¢ be fixed real numbers, and consider the equation
Ugt + aty + bug + cu = ugy, u=u(z,t).

Show that this equation can be reduced to an equation without first order terms
by substituting
u(z,t) = eA T Bly(x,t).

10. Consider the equation
U = Ugy — U, u=u(z,t).
Let w and k be two parameters. Substitute
u(z,t) = U(kx — wt),

and evaluate. In particular, classify all bounded solutions of this form. What are
their initial values for v and u;?

11. Let ¢ be a fixed real number.
(i) Show that the equation

Upt + CU = Ugy, u=u(x,t),
can be reduced to the equation
Wep + Aw = 0, w=w(,n),

where \ = ¢/4.

(ii) Let A > 0. Substitute w(&,n) = f(2v/Afn), and derive an equation for f.
What is the solution of this equation satisfying f(0) = 17

(iii) Find a solution of

Upp = Ugpy — CU —t<zxz<t, t>0;
u(—t,t) = u(t,t) =1 t>0.

(iv) Let U(z,t) be the solution of (iii), and let

1 .
E(:C,t):{§U(CE,t) —tgxgt,' t>0;
0 otherwise.

Compute E;; — E,, in the sense of distributions. (Hint: think of the case A = 0.)
(v) Find a solution formula for the Cauchy problem

Upt = Ugy — U x,t € R;
u(z,0) = a(x) z € R;
ug(z,0) = B(x) x €R.
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12. In the context of the previous exercise discuss the case A\ < 0, and find a
solution formula for the Cauchy problem

Upp = Ugy + U x,t € R;
u(z,0) = a(x) z € R;
ut(x,0) = B(x) z eR.

N.B. Let n = 0,1,2,3,.... The modified Bessel function of order n is given by
In(x) =

x" x? z? x5
(1+ + + +...,
27n| 2-2n+2) 2-4-2n+2)2n+4) 2-4-6-(2n+2)(2n+4)(2n + 6)

and solves the equation
d’y ldy n?
— +—-———(14—=)y=0.
dz?  xdx (1+ x? )y
13. Let € > 0. Consider the equation
Up = EUpy + Ully, u=u(x,t).

Substitute
u(z,t) =U(x —ct), ceR,

and evaluate. In particular, find all bounded solutions of this form.
14. Let A > 0. Consider the equation
Up = Uz + Au(l —u), u=u(z,t).

Substitute
u(z,t) =U(x —ct), céeR,

and evaluate. In particular, find all bounded solutions of this form.
15. Let A >0, a € (0,1). Consider the equation
Ut = Ugy + (1l —u)(u—a), u=u(z,t).

Substitute
u(z,t) =U(x —ct), ceR,

and evaluate. In particular, (try to) find all bounded solutions of this form.
16. Consider the nonlinear diffusion equation
up = (u)gw, u=u(z,t)>0, m>1.
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Subsitute

w(x,t) =t7°U(n), n=+/Bat™".

(i) What is the condition on a and (3 you need in order to derive an ordinary
differential equation for U(n).

(ii) What is the condition on a and 3 you need in order to have that the integral
of u(xz,t) with respect to = (if it exists) is constant in time?

(iii) Solve the differential equation for U(n) for o and [ satisfying both the condi-
tions obtained in (i) and (ii), when U(0) > 0 and U’(0) = 0.

(iv) What would be the corresponding solution of the parabolic equation? Evalu-
ate its properties, e.g. in relation to the fundamental solution of u; = uz,.

17. Let p > 1. Consider the following problem.

Au+uP =0 in B,
(P){ u>0 in B,
u=2>0 in 0B,

where B = {x € R" : 2% +...22 < 1} We restrict our attention to radially
symmetric solutions v = U(r), r = (22 4 ... 22)1/2
(i) Show that the transformation

rU'(r)

=T

. Y =r2U(r)P t=logr

leads to the quadratic system

x =% _xo-n_x)_v
dt
@] @

(ii) Show that radial solutions correspond to orbits of (@) in the upper half plane
coming out of (0,0).

(iii) Show that there is only one such orbit .

(iv) Show that for p = 2£2 all orbits of (Q) are symmetric in the line X = 252
(v) Show that ~ escapes to infinity in finite time through the second quadrant

along the negative X-axis, if and only if p < ”+§ (p < 00 if n = 2).

(vi) Show that (P) has a radial solution if and only if p < 22 (p < 0o if n = 2).
(vii) Show that this solution is unique.

(viii) Show that (P) has a radial solution for every annulus if n > 2 and p = 2+2

n—2"

18. Show that for a function u € C(£2) the following three statements are equiva-
lent:

98



(i) u < h on B for every ball B CC € and every harmonic h € C(B) with u < h
on 0B,

(ii) for every nonnegative compactly supported function ¢ € C?(Q) the inequality

/ ulAp >0
Q
holds;

(iii) u satisfies the conclusion of the Mean Value Theorem, i.e. for every Br(y) CC

() the inequality
1

u(y) < W /aBR(y) u(x)dS(x)

holds.

Hint: In order to deal with (ii) show that it is equivalent to the existence of a
sequence (£2,,)52, of strictly increasing domains, and a corresponding sequence
of subharmonic functions (u,)52, € C*(Q,), with the property that for every
compact K C () there exists an integer N such that K C y, and moreover, the
sequence (uy)5  converges uniformly to v on K.

19. Find a flow in Q = {(z,y) : y > 0; y > 1 if 2 = 0}, which at infinity has a
velocity equal to one parallel to the x-axis. Discuss the behaviour of the velocity
near the points (0,0) and (0, 1).

20. Find a flow in Q = {(z,y) : v > 0; 2> + y* > 1}, which at infinity has a
velocity equal to one parallel to the z-axis. Hint: consider the complex function

z—>z—|—%.

21. Find a flow in Q = {(z,y) : 2? +y* > 1}, which at infinity has a velocity
equal to one parallel to the z-axis.

22. Find nontrivial flows in Q = {(z,y) : = > 0; y > 0}. Discuss the behaviour
of the velocity near the corner point (0, 0).

23. Find nontrivial flows in Q = {(z,y) : y > 0} U{(z,y) : = < 0}. Discuss the
behaviour of the velocity near the corner point (0, 0).

24. Compute the solution of

Au+1=0 in B,
u=>0 in 0B,

where B={z € R": 23 +...22 < 1}.

99



25. Let 0 < € < 1. Compute the solution of

Au+1=0 in €,
u=20 in  09Q.,

where Q. = {z € R": ¢ < z+...22 < 1}. Examine the behaviour of the solution
as e — 0.

26. Show that

Au+1+22=0 in Q,
u=0 in 01,

where Q = {(x,y) € R?: 22+ 4y? < 1}, has a unique solution v € C?(2) N C(£),
and that 0 < u(z,y) < 7 for all (z,y) in Q.

27. Show that a harmonic function v € C'(R™) for which

inf u(x) > -M(R),
|z|<R

with
M(R)

lim ——= =0,

has to be constant. Hint: take a fixed y, let R > |y| and consider the function
u(z) + M(R) on By(y), where d = R — |y|.

28. Let © = {(z,y) € R* : y* < 1}. Show that the only bounded harmonic
function v € C(Q2) with w = 0 on 09, is v = 0. Hint: consider the functions
we(x) = ecosh x cosy.

29. Show that
{ Au+1=0 in Q,

u=0 in 01,

where Q = {(z,y) € R*: y* < 1}, has a unique bounded solution u € C*(92) N
C(Q), and compute u.

30. Let @ = {(z,y) € R*: 0 <y < 7}. Find a bounded harmonic function
u € C(Q—{(0,0)}) satisfying u(x,r) = 0, and u(x,0) = H(x). Hint: consider the
complex function z — e* — 1.

31. Let 2 be a bounded domain, let y € 2, and let Q' = {z € Q: = # y}. Show
that the only bounded harmonic function v € C'(£2 — {y}) with v = 0 on 09, is
w = 0. Hint: consider (n > 3) functions of the form M (—--)""2 on  — B.(y).

[z —yl
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