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Abstract

An important feature of call center modeling is the presence of impatient customers. In this paper, we consider single-skill call centers including customer abandonments. We study a number of different service level definitions, including all those used in practice, and show how to explicitly compute their performance measures. Based on data from different call centers, new models are defined that extend the common Erlang A model. We show that the new models fit reality very well.
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1 Introduction

Context and motivation: The Erlang C model is still the most widely-used performance model in call center practice. An important property of this model is that all delayed customers wait until they get service. In reality some calls abandon, and therefore there is a discrepancy between the Erlang C predictions and the call center reports. In the scientific community the crucial role of customer abandonments has been recognized, and a number of models have been proposed.

The simplest model including abandonments is the so-called Erlang A model, which extends the Erlang C model and assigns to each customer an exponentially distributed patience (or abandonment)
time. Brown et al. (2005) show for a number of cases that the patience is distinctly non-exponential, and Whitt (2005) shows that the patience is the variable that is most sensitive to higher moments. It can therefore be expected that Erlang A predictions have considerable errors, and this has been confirmed in practice. One of our contributions is that we propose an extension of the Erlang A model in which we allow for the possibility of balking. This simple extension makes the performance prediction by the queueing model much more accurate. The reason is that a relatively large proportion of the calls that get delayed abandon, and that the conditional patience distribution is approximately exponentially distributed from a certain point in time onward.

Another issue is the performance measure that is used. In the Erlang C model there is an unambiguous definition of the service level: the percentage of customers that get connected before a certain acceptable waiting time (AWT). In the case of abandonments it is not immediately clear how to account for these abandonments. Different service-level definitions are used in practice, often in parallel to the abandonment percentage. In scientific work the service-level definition is often based on the virtual waiting time, i.e., the waiting time that a customer with infinite patience would experience. Note that a performance measure is only of practical use if it can also be measured in practice. For definitions based on the virtual waiting time this is not the case and therefore they are of less practical value. An important contribution is that we derive explicit expressions for several performance measures, including all measures that we have encountered in call center practice.

**Related literature:** The importance of modeling abandonments in call centers is emphasized by Garnett et al. (2002), Gans et al. (2003), and Mandelbaum and Zeltyn (2009). Empirical evidence regarding abandonments in call centers can be found in Brown et al. (2005) and Feigin (2005). We refer the reader to Garnett et al. (2002), and references therein, for simple models assuming exponential patience. Garnett et al. (2002) suggest an asymptotic analysis of their Markovian abandonment model under the heavy-traffic regime. Their main result is to characterize the relation between the number of servers, the offered load, and system performance measures such as the probability of delay and the probability to abandon. This can be seen as an extension of the results of Halfin and Whitt (1981) by adding abandonments.
A number of approximations for the probability to abandon are developed by Boxma and de Waal (1994), who consider a multi-server queue with generally distributed service times and patience times. Brandt and Brandt (1999, 2002) consider a state-dependent Markovian multi-server queue with generally distributed patience times, in which the arrival rate depends on the number of customers in the system and in which the service rate depends on the number of busy servers. They derive the steady-state distribution of the number of customers in the system and various waiting-time distributions. The impact of the patience distribution on the performance is studied by Mandelbaum and Zeltyn (2004). They observe an approximate linearity between the abandonment probability and the average waiting time. To analyze multi-server queues with generally distributed service times and patience times, Whitt (2005) develops an algorithm to compute approximations for standard steady-state performance measures. One of his conclusions is that the behavior of the patience distribution near the origin primarily affects the performance. More recently, Dai and He (2011) and Ward (2012) confirm that conclusion in the context of an $M/M/s + G$ queue.

Under the heavy-traffic regime, they propose to approximate the performance of an $M/M/s + G$ queue by that of an $M/M/s + M$ queue with patience parameter equal to the probability density function of the general distribution evaluated at $t = 0$. For the real data sets considered in this paper, where patience times are generally distributed, we evaluate the quality of this approximation. Due to the irregularities of the data, it appears that the computation of the mass at zero may be not representative, and may then lead to inappropriate results.

Iravani and Balcıoğlu (2008) propose two approximations that are based on scaling the single-server queue to obtain estimates for the waiting-time distributions. Other papers have treated the impatience phenomenon under various assumptions. Related studies include those by Baccelli and Hebuterne (1981), Altman and Borovkov (1997), Ward and Glynn (2003), and Zeltyn and Mandelbaum (2005). The pioneer paper of Baccelli and Hebuterne (1981) followed by that of Zeltyn and Mandelbaum (2005) have led to very useful results about the performance analysis of queueing systems with impatient customers. They specifically characterize the virtual waiting time. This paper contributes to the literature related to the analysis of $M/M/s + G$ models, in the sense that it proposes new performance measures and explicitly compute them using the existing results on
virtual waiting times.

Concerning the estimation of the patience distribution out of real call center data, published resources are scarce. Baccelli and Hebuterne (1981) show that an Erlang distribution with three phases works well. Kort (1983) proposes to model the patience distribution while waiting for a dial tone by the Weibull distribution. In Brown et al. (2005), it was observed that the patience distribution is not exponential as usually assumed for the call center models in the literature. However, an approximately exponential distribution was observed from a certain point in time onward. In this paper, we conduct a statistical analysis that confirms the non-exponentially of the patience distribution. Following the work of Brown et al. (2005), we consider the special distribution they observed and also propose another one that gives better results.

**Main contributions:** The main contributions of this paper can be summarized as follows.

- We propose to model the patience time using two different distributions. The first one is a discrete mass at zero corresponding to very impatient customers, and a remaining exponential distribution. The second one is a hyperexponential distribution with two phases. Using various sets of real call center data, we show that both models are appropriate. For a wide range of parameters, the hyperexponential model works in particular very well when compared to the real (empirical) model.

- We focus on the important feature of abandonments by providing a comprehensive list of metrics including abandonments. Many of these metrics have been already analyzed in the call center and queueing literature. However, what is new here, is that we propose new metrics and develop an approach (based on the results of Zeltyn and Mandelbaum (2005)) to explicitly derive their expressions.

- We establish for call center managers the importance of choosing the right metrics. For instance, we show the negative effect on staffing levels of choosing the widely-used metrics including short abandonments instead of those excluding short abandonments. To the contrary to regular abandonments, short abandonments may not be considered as a sign of bad service.
The remainder of this paper is organized as follows. In Section 2, we motivate our work and give the research objectives. In Section 3, we conduct a statistical analysis of abandonments on real call center data. Based on this analysis, we develop in Section 4 a call center model and give a list of various metrics including abandonments. We then show how to explicitly compute these metrics in a convenient way. In Section 5, we conduct a numerical analysis in which we draw comparisons between the performance indicators. We also extend our modeling by including the important feature of retrials, and by investigating its impact on the optimal staffing level. Finally in Section 6, we provide some concluding remarks and directions for future research.

2 Context and Research Objectives

Key performance indicators (KPIs) are critical for the successful management of call centers. The right metrics identify the causes of problems and generate solutions that change the results. It is almost impossible to develop a universal set of KPIs that will work equally well in every situation in every call center. Every business unit is different, with its unique structure and problems. Still, it is possible to formulate a set of KPIs useful for most call centers. Correct measurement of such KPIs will offer call center managers valuable information.

KPIs can be classified into two families: those that are product related and those that are process related. Product-related metrics are performance indicators mostly related to the content of the call, while process-related metrics are performance indicators that are related to call center operations.

2.1 Product-related metrics

The following is a list of the most well-known call center product-related metrics that managers can use to improve customer experience.

First Call Resolution (FCR) FCR measures the percentage of customer issues resolved the first time. A call held waiting in the queue that ended with solving the customer issue is better
than a call that got instantly connected to an agent who could not properly help the customer. A call center maintaining a good FCR rate receives a small amount of calls coming from customers who have to call back because their issue was not resolved the first time. The call center avoids therefore a significant cost due to higher call volume, increased operating expenses, and dissatisfied customers.

**Turnover** Turnover measures the percentage of agents who leave a call center in say a year. Turnover can be voluntary (an agent chooses to leave) or involuntary (an agent is asked to leave). A high turnover rate is usually indicative of poor performance. It leads to high costs because of the investments in training and to problems related to agent availability.

**Attendance and Punctuality** Attendance is defined as an agent showing up for work on the scheduled day. Punctuality is defined as an agent showing up on time for the shift as well as being on time after breaks and lunch. One of the biggest challenges most call centers face is the control over attendance and punctuality. Low attendance and punctuality statistics can be very costly to a call center. In practice, it is common to offer incentives for good attendance and punctuality.

**Contact Quality** This is a common and critical customer-centric performance metric in all call centers, regardless of industry, function, and size. Top centers track contact quality as a high-level, center-wide metric, as well as an individual agent performance measure. Contact quality is typically assessed via a comprehensive evaluation form. Common quality criteria include the use of appropriate greetings and other call scripts, courtesy and professionalism, and grammar and spelling in text communication (e-mail and chat).

**Customer Satisfaction** Measuring customer satisfaction can be done through mail surveys and phone interviews days after the customer’s interaction. Some call centers, with an advanced interactive voice response unit (IVR), survey callers immediately after the interaction occurs: customers are asked a series of questions about their interaction with the agent, their feelings about the organization, and their plans to continue doing business with the company.
2.2 Process-related metrics

In what follows, we give a list of the most familiar process-related metrics used in call centers.

**Probability of Blocking** It measures the percentage of customers that are not able to access the center at a given time due to insufficient network facilities in place. Failure to include a blocking target allows a call center to always meet its speed-of-answer goal simply by blocking the excess calls. This damages customer accessibility and satisfaction, even though the call center appears to be doing a great job of managing the queue.

**Probability of Abandonment** It measures the percentage of customers that abandon the queue while waiting, i.e., leave the system without service. Time before abandonment is customer specific. However, a call center can control abandonments by controlling the waiting time in the queue (which in turn affects abandonments). Abandonment is a measure associated with interactive channels, especially calls and web chat.

**Short Abandonments** The short-abandonment statistic represents the total number of customers that abandon before a specified short-abandonment time. Callers may abandon quickly for many reasons, for example, selecting an incorrect option in the IVR. Short abandonments, in contrast to regular abandonments, are not considered a sign of bad service. Therefore, many call centers count short abandonments differently, for example by not counting them at all.

**Service Level, Average Speed of Answer, Longest Delay in Queue** The service level measures the percentage of calls answered within a specified time limit. It is the most common process-related metric used in call centers. It is typically stated as $X$ percent of calls handled in $Y$ seconds or less. The average speed of answer (ASA) represents the average waiting time in the queue of all calls in a given period. Another delay measure is how long the oldest call in the queue has been waiting: the longest delay in queue (LDQ). A number of call centers use real-time LDQ to indicate when more staff need to be made immediately available. Historical data of LDQ can be used to indicate the “worst-case” experience of a customer over a period of time.
**Agent Occupancy** Agent occupancy is the measure of the actual time an agent is busy on customer contacts compared with the available or idle time, calculated by dividing workload hours by staff hours. Occupancy is an important measure of how well the call center has scheduled its staff and how efficiently it is using its resources.

### 2.3 Motivation

There is no single perfect or complete list of performance metrics for all call centers. On the one hand, basing an entire service strategy on the number of calls handled per hour or on the average speed of answer will inevitably lead to shortcomings in the quality. On the other hand, focusing too strongly on quality metrics while disregarding process-related measurements can still have an adverse effect on customer experience.

We focus on metrics related to queueing delays. These are classic process-related metrics that lie at the heart of effective call center and customer relations management. They are the clearest indication of what customers experience when they attempt to reach the call center. We refer the reader to Cleveland and Mayben (1997) for more details and discussions on process-related metrics. In this paper, we give particular attention to process-related metrics that include abandonments. The feature of customer abandonment is a crucial point in call centers.

One important point has to be clarified before impatience can be included in queueing models. That is, we need additional information concerning the patience, the willingness to wait until service commences. Similarly as for the input of the Erlang C model, the patience has to be determined from historical data. However, a number such as the average patience cannot be determined by simply averaging over the abandonment times. Indeed, the time at which other calls got connected tells us something about their patience, which should be taken into account. Statistical techniques exist to deal with these so-called censored data. Not using these methods can lead to a significant underestimation of patience, because the abandonments occur mostly among the very impatient customers. In Section 3, we conduct a statistical analysis on real call center data in order to characterize the statistical distribution of times before abandonments.

An advantage of Erlang C is that service-level expressions are relatively simple and easy to
calculate. By taking abandonments into account, the computations become more difficult. Moreover, even when patience times are assumed to have an exponential distribution (the Erlang A model), there exist only expressions for some metrics, such as the conditional waiting time given service. In this paper, we give a comprehensive list of the metrics including abandonments, and explicitly derive the expressions for the probability distributions of these metrics. By doing so, we obtain existing results and derive new results, such as the conditional waiting time given service of the customers who do not have short patience times.

3 Statistical Analysis and Modeling of Abandonments

Call center data usually consist of very detailed records about the flow of calls through the call center. It is necessary to analyze these data in order to obtain estimates for the model parameters. Moreover, it is also important to validate the modeling assumptions, a step that is often overlooked. To analyze the patience, we need to know how long customers have spent waiting, and whether an abandonment occurred at the end of the waiting time. From customers that have abandoned, we know exactly what their patience is. However, from customers that did not abandon (but received service), we only know that their patience is greater than the time they have waited. To be more precise, we observe the minimum of the patience and the virtual waiting time, and we also know which one we observe. This is called right-censored data. Techniques exist to deal with censored data, one of which is the Kaplan-Meier estimator (see Kaplan and Meier 1958).

In our statistical analysis, we use data obtained from several real call centers. The data originate from a large banking call center located in the US, from a bank located in the Netherlands, and from a Dutch university medical center. Furthermore, we make use of the Anonymous Bank call center data available at http://iew3.technion.ac.il/serveng/callcenterdata.

To show the significance of uncensoring the data, consider the following example. On average 20 calls per minute arrive to a call center, and the average handling time is 5 minutes. To reach the target of 80% of the calls answered within 20 seconds, 108 agents should be scheduled according to the Erlang C formula. On a particular data set, the uncensored average patience turns out to be 780 seconds. When we apply the Erlang A model, we need 106 agents to reach the target. However,
the censored average patience was 100 seconds. Using this number as the average patience, the Erlang A formula suggests an insufficient number of 95 agents. With 95 agents the real service level will only be 30%. This example also demonstrates that the Erlang C model can lead to erroneous results, since it does not predict any abandonment.

The result of the Kaplan-Meier estimator is the empirical cumulative distribution function $F(t)$ of the patience. By taking the derivative we can obtain the probability density function $f(t)$, and the hazard rate $h(t) = f(t)/(1 - F(t))$. In Figure 1 several empirical hazard rates are displayed. This figure also shows the hazard rates of a hyperexponential distribution, which will be discussed shortly, and of an exponential distribution. The mean of the exponential distribution corresponds to the average of the empirical patience times. The empirical hazard rates are smoothed three times using a moving-average filter with a span of five, to produce better-looking lines. The patience on all four data sets can, for the most part, be characterized in the same way. In the first couple of seconds the hazard rate is high, indicating very impatient customers who are not willing to wait at all. The hazard rate quickly becomes constant thereafter, which suggests that the patience from then on is exponential. Data sets 1 and 3 show additionally several peaks in the neighborhood of sixty seconds. This is because of delay announcements in the call handling system, that actually increase the likelihood of abandoning. We do not directly model delay announcements because this property is not shared by all call centers. We refer to Jouini et al. (2011), who study the impact of announcing delays in a setting of a single customer class with Markovian abandonments. Comparing the empirical hazard rate with the hazard rate of the exponential distribution reveals indeed that patience times are not exponential, and that the exponential distribution severely underestimates the abandonments.

**Model 1**

A way to model this customer behavior is to extend Erlang A by including the possibility of balking. Let $T$ denote the random variable measuring the patience times. The distribution of $T$ consists of a discrete mass at zero corresponding to very impatient customers, and a remaining exponential distribution for customers with a positive patience. We denote by $\alpha$ the probability that a customer,
arriving to a busy system, will immediately balk. This feature models a non-negligible portion of the customers who immediately hang up once they know that they have to wait for service. On the other hand, with probability $1 - \alpha$, customers who find a busy system will accept to join the queue. For these customers, the patience thresholds are independent and exponentially distributed with rate $\gamma$. Hence, the cumulative distribution function is

$$F_T(t) = \alpha + (1 - \alpha)(1 - e^{-\gamma t}),$$

for $t \geq 0$.
Another way to model customers’ patience is by the hyperexponential distribution with two phases. The hyperexponential distribution is a mixture of two exponential distributions such that with probability $p$ it is exponential with parameter $\gamma_1$ and with probability $1 - p$ it is exponential with parameter $\gamma_2$. If $T$ is hyperexponential, its cumulative distribution function $F_T$ is given by

$$F_T(t) = p(1 - e^{-\gamma_1 t}) + (1 - p)(1 - e^{-\gamma_2 t}),$$

for $t \geq 0$. By inspecting Figure 1, it seems that the hyperexponential distribution fits the empirical patience very well. The parameters of the random variable $T$ are obtained by minimizing the mean squared error between $F(t)$ and $F_T(t)$. Table 1 lists these parameters for both models. From the figure we can deduce the following. Data set 4 is the perfect example of hyperexponential patience. The empirical hazard rate is approximately non-increasing, and the hazard rate of the hyperexponential distribution follows it very closely. The fits on data sets 1 and 2 also look reasonable, even though the empirical hazard rate starts out low for the first 0.25 minutes on data set 2. This could be explained by a welcome message that is played at the start of joining the queue. The empirical hazard rate is overestimated in the first minute on data set 3, but this fit is close afterwards.

The estimated parameters in Table 1 warrant additional attention. Since $\gamma_1$ is much higher than $\gamma_2$, with probability $p$ a delayed customer will quickly abandon. This is equivalent to the modeling of balking with probability $\alpha$ in Model 1. This also agrees with the fact that $\gamma$ and $\gamma_2$ are close to each other. Furthermore, we see that $p$ is close to $\alpha$ and a bit higher. This is as expected since in Model 2 these very impatient customers do not necessarily abandon immediately. Next, we perform

<table>
<thead>
<tr>
<th>Data set</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\gamma$</td>
</tr>
<tr>
<td>1</td>
<td>0.1866</td>
<td>0.0656</td>
</tr>
<tr>
<td>2</td>
<td>0.4626</td>
<td>0.1625</td>
</tr>
<tr>
<td>3</td>
<td>0.1968</td>
<td>0.0864</td>
</tr>
<tr>
<td>4</td>
<td>0.0506</td>
<td>0.0755</td>
</tr>
</tbody>
</table>

Table 1. Parameters of the two models for the four data sets. The unit of time is minute.
Table 2. Comparison of different patience distributions.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Hyperexponential MSE</th>
<th>p-value</th>
<th>Balking + Exponential MSE</th>
<th>p-value</th>
<th>Weibull MSE</th>
<th>p-value</th>
<th>Erlang MSE</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.13e-5</td>
<td>0.747</td>
<td>6.72e-4</td>
<td>2e-12</td>
<td>7.68e-4</td>
<td>0.002</td>
<td>0.031</td>
<td>1e-30</td>
</tr>
<tr>
<td>2</td>
<td>2.32e-4</td>
<td>0.018</td>
<td>8.10e-3</td>
<td>4e-43</td>
<td>2.38e-3</td>
<td>1e-11</td>
<td>0.052</td>
<td>5e-35</td>
</tr>
<tr>
<td>3</td>
<td>1.40e-4</td>
<td>0.006</td>
<td>7.05e-4</td>
<td>8.6e-5</td>
<td>1.88e-4</td>
<td>0.006</td>
<td>0.031</td>
<td>6e-28</td>
</tr>
<tr>
<td>4</td>
<td>2.67e-5</td>
<td>0.974</td>
<td>6.98e-5</td>
<td>0.518</td>
<td>1.52e-4</td>
<td>0.424</td>
<td>0.014</td>
<td>9e-13</td>
</tr>
</tbody>
</table>

From the table it is clear that the statistics support the modeling of customers' patience by the hyperexponential distribution. If we look at the p-values of the Kolmogorov-Smirnov test, we observe that the null hypothesis is actually rejected on data sets 2 and 3 at a significance level of 0.05. However, for a significance level of 0.01, the null hypothesis will not be rejected for data set 2. For the model that includes balking these statistics are a bit misleading, since customers that balk are not always represented with a patience of zero in the data.

In conclusion, we presented two models for the patience based on real call center data. The first model is a simple extension of the Erlang A model by allowing customers to balk. The second model is a slightly more advanced model, where the patience is modeled by the hyperexponential distribution.
4 Analysis of Call Center Metrics

Consider a call center model with a single class of customers and \( s \) statistically identical, parallel servers. We assume that arrivals follow a Poisson process with rate \( \lambda \), and that service times are exponentially distributed with rate \( \mu \). The queueing discipline is first-come first-served (FCFS). In addition, we let customers be impatient. As discussed in Section 3, we denote by \( T \) the random variable measuring patience times, and we consider two different ways to model \( T \).

The performance measures we analyze next are based on the assumption that the system has reached steady state. Note that our model unconditionally reaches steady state for any random variable \( T \neq 0 \), see Garnett et al. (2002) for further details. Let \( \tau \) be the acceptable waiting time and \( a \) be the threshold of short abandonments. In practice, reasonable values for \( \tau \) and \( a \) are for example 20 and 5 seconds, respectively. For some managers, customers who immediately balk or those who enter the queue and quickly abandon before \( a \) are not really considered as unsatisfied. Therefore, such customers may not be accounted for in the service-level metric of the call center.

In Table 3, we define seven service levels that are useful in practice. We denoted them by \( SL_i \), for \( i = 1, \ldots, 7 \). We present them, as is customary in call centers, in terms of the numbers of calls that arrive in a certain time period. Later on, we formulate them in terms of the corresponding random variables. The virtual waiting time is defined as the waiting time of customers assuming that they are not abandoning.

What should be the right metric? \( SL_1 \) and \( SL_4 \) do not give information about abandonments. \( SL_5 \) is hard to understand by managers and is also not directly measurable using historical data. For this reason it is, according to our experience, never used in call centers. However, this service-level definition dominates the Erlang A literature. \( SL_6 \) does not differentiate between waiting prior to service or to abandonment. \( SL_7 \) does not give information about waiting.

\( SL_2 \) and \( SL_3 \) exclude short abandonments which is a good aspect. The main drawback of these two metrics, similarly to all other metrics that use the parameter \( \tau \), is that they do not give any information on how long callers that have exceeded \( \tau \) still have to wait. They entice managers to give priority to callers who have not yet reached the acceptable waiting time, thereby increasing even more the waiting time of callers that have waited longer than \( \tau \). Even though they have perverse
effects, these metrics are regularly used in practice. One way to avoid unwanted behavior is to add an objective on the performance of the customers who wait more than $\tau$, or to use a different service-level objective. One possibility is to use the time that waiting exceeds $\tau$. In contrast with the expected waiting time (the average speed of answer) it is sensitive to waiting-time variability. Another intuitive and simple solution is to use FCFS in all cases.

4.1 Computation of Service Levels

In this subsection, we derive the expressions for the service levels defined in Table 3. Let $V_Q$ be the random variable denoting the virtual waiting time of a tagged, infinitely patient customer. In other words if the tagged customer finds a busy system upon arrival, this customer does not balk, neither abandon while waiting in the queue. Note that “answered” means $V_Q \leq T$ and “abandoned” means $V_Q > T$. Let $W_Q$ be the random variable measuring the sojourn time of a customer in the queue. This sojourn time will end either as a result of an abandonment or a start of service. Thus

$$W_Q = \min\{ V_Q, T \}.$$ 

In what follows, we first give the expressions for the service levels in Table 3 as a function of the random variables $V_Q$, $W_Q$, and $T$. These expressions will be used later on to fully characterize the service levels. For an event $E$, $\mathbb{P}(E)$ is defined as the probability that $E$ occurs. We denote by $E^c$
the complementary event of $E$, $\mathbb{P}(E^c) = 1 - \mathbb{P}(E)$. We can write the first service level as

$$\text{SL}_1 = \mathbb{P}(V_Q \leq \tau, V_Q \leq T). \quad (1)$$

The second service level is

$$\text{SL}_2 = \frac{\mathbb{P}(V_Q \leq \tau, V_Q \leq T)}{\mathbb{P}((T < V_Q, T < a)^c)}.$$

Since the patience of a customer is independent of all other events, we have $\mathbb{P}(T > a, V_Q > a) = \mathbb{P}(T > a)\mathbb{P}(V_Q > a)$. Observing now that

$$\mathbb{P}((T < V_Q, T < a)^c) = \mathbb{P}(T > a, V_Q > a) + \mathbb{P}(V_Q \leq a, V_Q \leq T),$$

we obtain

$$\text{SL}_2 = \frac{\mathbb{P}(V_Q \leq \tau, V_Q \leq T)}{\mathbb{P}(T > a)\mathbb{P}(V_Q > a) + \mathbb{P}(V_Q \leq a, V_Q \leq T)}. \quad (2)$$

Similarly, $\text{SL}_3$ is given by

$$\text{SL}_3 = \frac{\mathbb{P}(V_Q \leq \tau, V_Q \leq T)}{\mathbb{P}(T > \tau)\mathbb{P}(V_Q > \tau) + \mathbb{P}(V_Q \leq \tau, V_Q \leq T)}. \quad (3)$$

We also have

$$\text{SL}_4 = \frac{\mathbb{P}(V_Q \leq \tau, V_Q \leq T)}{\mathbb{P}(V_Q \leq T)}, \quad (4)$$

$$\text{SL}_5 = \mathbb{P}(V_Q \leq \tau), \quad (5)$$

$$\text{SL}_6 = \mathbb{P}(W_Q \leq \tau), \quad (6)$$

and finally

$$\text{SL}_7 = \mathbb{P}(V_Q > T). \quad (7)$$

In the next subsection, we explicitly derive the previous expressions for the service levels $\text{SL}_1, \ldots, \text{SL}_7$. 
4.2 Explicit Expressions for Service Levels

Let the patience be generally distributed with cumulative distribution function $G(x), x \geq 0$. Based on the work of Baccelli and Hebuterne (1981), Zeltyn and Mandelbaum (2005) define the following building blocks for performance analysis. Let $\bar{G}(x) = 1 - G(x)$. Define

\[
H(x) = \int_0^x \bar{G}(u) du,
\]
\[
J(t) = \int_t^\infty e^{\lambda H(x) - s \mu x} dx,
\]
\[
J_1(t) = \int_t^\infty x e^{\lambda H(x) - s \mu x} dx,
\]
\[
J_H(t) = \int_t^\infty H(x) e^{\lambda H(x) - s \mu x} dx.
\]

Let $J = J(0)$, $J_1 = J_1(0)$, $J_H = J_H(0)$, and define

\[
\mathcal{E} = \sum_{i=0}^{s-1} \frac{\lambda^i}{i!} \frac{\mu^{s-1}}{(s-1)!} = B(s - 1, \lambda/\mu)^{-1},
\]

where $B(s, \lambda/\mu)$ is the blocking probability in the $M/M/s/s$ queue. Expressed in these building blocks, the probability density function of the virtual waiting time $V_Q$ is, for $x > 0$,

\[
v(x) = \frac{\lambda e^{\lambda H(x) - s \mu x}}{\mathcal{E} + \lambda J},
\]

with a mass at the origin with value

\[
\mathbb{P}(V_Q = 0) = \frac{\mathcal{E}}{\mathcal{E} + \lambda J}.
\]

Zeltyn and Mandelbaum (2005) derive a number of performance measures, including

\[
\mathbb{P}(A) = \frac{1 + (\lambda - s \mu) J}{\mathcal{E} + \lambda J},
\]
\[
\mathbb{E}V_Q = \frac{\lambda J_1}{\mathcal{E} + \lambda J},
\]
\[
\mathbb{E}W_Q = \frac{\lambda J_H}{\mathcal{E} + \lambda J},
\]
\[
\mathbb{P}(V_Q > \tau) = \frac{\lambda J(\tau)}{\mathcal{E} + \lambda J},
\]
\[
\mathbb{P}(W_Q > \tau) = \frac{\lambda \bar{G}(\tau) J(\tau)}{\mathcal{E} + \lambda J},
\]
where $\mathbb{P}(A)$ is the probability to abandon.

The first service level can be obtained from Equation (1) and these building blocks in the following way.

$$SL_1 = \mathbb{P}(V_Q = 0) + \int_0^\tau \bar{G}(x)v(x)dx$$

$$= \frac{\mathcal{E}}{\mathcal{E} + \lambda J} + \int_0^\tau \bar{G}(x)\frac{\lambda e^{\lambda H(x)} - s\mu x}{\mathcal{E} + \lambda J}dx.$$

From

$$\int_0^\tau (\lambda \bar{G}(x) - s\mu)e^{\lambda H(x)} - s\mu xdx = e^{\lambda H(x)} - s\mu x \bigg|_0^\tau = e^{\lambda H(\tau)} - s\mu \tau - 1,$$

it follows that

$$\int_0^\tau \lambda \bar{G}(x)e^{\lambda H(x)} - s\mu xdx = \int_0^\tau (\lambda \bar{G}(x) - s\mu)e^{\lambda H(x)} - s\mu xdx$$

$$+ \int_0^\tau s\mu e^{\lambda H(x)} - s\mu xdx$$

$$= e^{\lambda H(\tau)} - s\mu \tau - 1 + s\mu(J - J(\tau)),$$

and hence

$$SL_1 = \frac{\mathcal{E} + e^{\lambda H(\tau)} - s\mu \tau - 1 + s\mu(J - J(\tau))}{\mathcal{E} + \lambda J}.$$

Using that $\mathbb{P}(T > a) = \bar{G}(a)$ and

$$\mathbb{P}(V_Q > a) = \frac{\lambda J(a)}{\mathcal{E} + \lambda J},$$

Equation (2) gives

$$SL_2 = \frac{\mathcal{E} + e^{\lambda H(\tau)} - s\mu \tau - 1 + s\mu(J - J(\tau))}{\bar{G}(a)\lambda J(a) + \mathcal{E} + e^{\lambda H(\tau)} - s\mu \tau - 1 + s\mu(J - J(\tau))}.$$

Similarly, Equation (3) becomes

$$SL_3 = \frac{\mathcal{E} + e^{\lambda H(\tau)} - s\mu \tau - 1 + s\mu(J - J(\tau))}{\bar{G}(\tau)\lambda J(\tau) + \mathcal{E} + e^{\lambda H(\tau)} - s\mu \tau - 1 + s\mu(J - J(\tau))}.$$

Using that $\mathbb{P}(V_Q < T)$ is the probability of service, Equation (4) leads to

$$SL_4 = \frac{\mathcal{E} + e^{\lambda H(\tau)} - s\mu \tau - 1 + s\mu(J - J(\tau))}{\mathcal{E} + s\mu J - 1}.$$
Finally, Equations (5)–(7) are

\[ SL_5 = 1 - \frac{\lambda J(\tau)}{\bar{E} + \lambda J}. \]

\[ SL_6 = 1 - \frac{\lambda \bar{G}(\tau) J(\tau)}{\bar{E} + \lambda J}. \]

\[ SL_7 = 1 + \frac{(\lambda - s\mu)J}{\bar{E} + \lambda J}. \]

Using the specific functional form of the patience distribution \( T \), we can determine \( \bar{G}(x) \) and \( H(x) \) in closed form. For Model 1, with exponential patience times, these are

\[ \bar{G}(x) = (1 - \alpha)e^{-\gamma x}, \]

\[ H(x) = \frac{1 - \alpha}{\gamma}(1 - e^{-\gamma x}), \]

and for Model 2, with hyperexponential patience times, we get

\[ \bar{G}(x) = pe^{-\gamma_1 x} + (1 - p)e^{-\gamma_2 x}, \]

\[ H(x) = \frac{p}{\gamma_1}(1 - e^{-\gamma_1 x}) + \frac{1 - p}{\gamma_2}(1 - e^{-\gamma_2 x}). \]

The function \( J(t) \) cannot be given in closed form for these models. On the other hand, there are no difficulties in evaluating \( J(t) \) numerically. We have computed all the expressions for the service levels. These expressions will be used next for the numerical illustrations.

5 Numerical Experiments

In this section we first validate the modeling approaches by comparing results of numerical experiments with the empirical results. After that, we show the effect of different service levels on the staffing levels.

5.1 Comparison Between the Models

To illustrate the performance of the two models, we consider the four data sets again and compute the service level given by \( SL_1 \). The parameters related to the patience distributions of Model 1 and
Model 2 are given in Table 1. We compare the service-level estimates of these models with the empirical service level. The empirical service level is obtained from the model that directly uses the empirical patience distribution. The analysis is in line with the analysis in Section 4, except that the function $H(x)$ has to be evaluated numerically as well.

As a first example, we consider a relatively small system with the following parameters: $\mu = 0.2$, $s = 19$, $\tau = 1/3$, and a varying $\lambda$. The empirical service level and the service-level estimates of both models are depicted in Figure 2. All plots show that both models have an excellent performance. There are only some small differences noticeable on data sets 2 and 3 for Model 1. This gives us confidence in the usefulness of our models.

As a second example, we consider a larger system defined by $\mu = 0.2$, $s = 210$, $\tau = 1/3$, and a
varying $\lambda$. The results of the comparison are shown in Figure 3. Here we observe mixed results. Model 2 has perfect accuracy on data sets 1 and 4, and a very good performance on data set 2. The service level is underestimated on data set 3. This could perhaps be explained by Figure 1 since the fit of the hyperexponential distribution is there not perfect as well. The results for Model 1 are different. The performance on data set 4 is accurate, but the performance on the other data sets is poor. The service level is clearly overestimated. Looking on data set 2, Model 1 is clearly not appropriate.

We also considered $SL_7$, the abandonment probability. For the sake of conciseness, we only note that both models perform very well with respect to this metric. Only in case of the larger system Model 1 has some minor discrepancies.
All in all, we can conclude from these experiments that both models are useful to model customers’ patience for relatively small systems. When the size of the system increases, the model where the patience is modeled by the hyperexponential distribution is preferred. The accuracy of this model compared with empirical results is almost perfect.

5.2 Comparison Between the Metrics

Let us consider the metrics $SL_1$, $SL_2$, and $SL_3$. We choose an acceptable waiting time $\tau = 1/3$ minute. The patience is modeled by the empirical patience of data set 2. Customers who abandon before $a = 5$ seconds are considered as short abandonments, i.e., these are not big issues for the call center manager. The service rate is $\mu = 1$ per minute. We consider different objective values for $SL_i^* \in \{50\%, 80\%, 95\%, 99\%\}$, for $i = 1, 2, 3$. For each objective $SL_i^*$ and for each $\lambda \in \{3, 5, 7, 10, 15, 20, 30, 50\}$ we compute the optimal staffing level $s_i^*$. The results are given in Figure 4.

Note that in practice managers usually use $SL_1$ which is not appropriate since we are penalized with customers who are very impatient. These customers do not really experience frustration. A better metric would be $SL_2$ which ignores short abandonments. An even better metric could be $SL_3$ which ignores abandonments within the acceptable waiting time. An additional benefit from using these last two metrics, as shown in Figure 4, is that the required staffing levels are lower than those for $SL_1$.

To go further and confirm the interest of $SL_2$ and $SL_3$, it is worth to look on the behavior of the probability of abandonment. To do so, we consider the case $SL_i^* = 80\%$ with the same optimal staffing levels $s_i^*$ as shown in Figure 4 ($i = 1, 2, 3$). In Table 4 we vary $\lambda$ and give both the probabilities of abandonment, $SL_7$, and that of abandoning after $\tau$, say $SL_8$. The latter can be seen as a “reasonable” probability of abandonment, which does not include customers who abandon before $\tau$. $SL_8$ can be computed as follows. From Equations (1) and (3), we may write

$$P(abandon before \tau) = 1 - \frac{SL_1}{SL_3}. \quad (8)$$
Knowing that \( SL_7 = \mathbb{P}(\text{abandon before } \tau) + \mathbb{P}(\text{abandon after } \tau) \), Equation (8) leads to

\[
SL_8 = SL_7 + \frac{SL_1}{SL_3} - 1.
\]

From Table 4, we see that the performance in terms of abandonments after \( \tau \) are acceptable for the metrics \( SL_2 \) and \( SL_3 \) (while they do need lower staffing levels). This comment is particularly relevant for large call centers, due to the benefit of pooling on performance.

### 5.3 Comparison with \( M/M/s + G \) and \( M/M/s + M \) Models

In this section, we further compare Models 1 and 2 with existing models in the literature. The diffusion results from [Dai and He (2011)] and [Ward (2012)] show that the performance of an \( M/M/s + G \) queue can be approximated by that of an \( M/M/s + M \) with an abandonment rate
equal to \( f(0) \), where \( f(\cdot) \) is the probability density function of the general patience time (empirical distribution). This leads to a new model, referred to as Model 3. The last model for the comparison is referred to as Model 4, and it simply consists on an \( M/M/s + M \) where the mean patience parameter is set to the mean patience of the empirical distribution.

We are interested in evaluating the quality of the modeling of the patience distribution of the 4 models. We then compute the optimal staffing level from each proposed model and compare it with the exact one from the empirical patience distribution. The optimal staffing level is the minimum required number of agents satisfying the service level requirement \( SL_1 = 80\% \). We choose \( \mu = 1 \) and \( \tau = 1/3 \), and vary the arrival rate. The results for data sets 1 and 2 are shown in Tables 5 and 6, respectively.

From the experiments we again verify the robustness of Model 2 (hyperexponential patience) which leads to the exact optimal staffing levels. Consistently with the results above, Model 1 can be

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_1^* )</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>11</td>
<td>15</td>
<td>19</td>
<td>27</td>
<td>43</td>
</tr>
<tr>
<td>( s_2^* )</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>14</td>
<td>18</td>
<td>26</td>
<td>42</td>
</tr>
<tr>
<td>( s_3^* )</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>13</td>
<td>17</td>
<td>24</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 4. Probability of abandonment (\( SL_7 \)), and probability of abandoning after \( \tau \) (\( SL_8 \)) for \( SL_i^* = 80\% \).

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact (empirical)</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>16</td>
<td>21</td>
<td>30</td>
<td>49</td>
</tr>
<tr>
<td>Model 1</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>16</td>
<td>20</td>
<td>29</td>
<td>46</td>
</tr>
<tr>
<td>Model 2</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>16</td>
<td>21</td>
<td>30</td>
<td>49</td>
</tr>
<tr>
<td>Model 3 (( M/M/s + G ))</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>16</td>
<td>20</td>
<td>29</td>
<td>47</td>
</tr>
<tr>
<td>Model 4 (( M/M/s + M ))</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>18</td>
<td>23</td>
<td>33</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 5. Optimal staffing levels for \( SL_1 = 80\% \), data set 1.
considered as appropriate only for small systems. For large systems, it overestimate the performance and therefore lead to understaffing situations (Table 5). The M/M/s+G model cannot be really considered as reliable. Computing $f(0)$ from real data can be dangerous (not representative) and may lead to wrong results (Table 6). The M/M/s+M model is the worst. The simple exponential patience modeling is a bad approximation.

5.4 Extension to the Case with Retrials

In this section, we extend the analysis by allowing retrials. In practice, some of the customers who balk or abandon will redial and try to access the call center again. For more details on the modeling and analysis of call centers with retrials, we refer the reader to Aguir et al. (2004) and Pustova (2010), and references therein.

In what follows, we consider a simple modeling of the retrials and analyze its impact on the optimal staffing level. We want to assess how ignoring retrials may lead to an insufficient staffing level. Let us consider a model with generally distributed patience times. We allow some of the customers who balk or abandon to call back the call center. We denote by $\theta$ the probability that one will call back. Delays before customers’ call back are assumed to be i.i.d. random variables with a general distribution. For tractability purposes, we assume independence between successive calls in terms the probability to call back. Let $\bar{\lambda}$ be the overall arrival rate to the system, i.e., the sum of the primary calls and the feedback calls. Then,

$$\bar{\lambda} = \lambda \frac{1}{1 - \theta \mathbb{P}(A \mid \bar{\lambda})},$$

(9)

where $\lambda$ is the arrival rate of the primary calls, and the probability to abandon $\mathbb{P}(A \mid \bar{\lambda}) = SL_7$ is

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact (empirical)</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>11</td>
<td>15</td>
<td>19</td>
<td>27</td>
<td>43</td>
</tr>
<tr>
<td>Model 1</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>11</td>
<td>15</td>
<td>19</td>
<td>27</td>
<td>43</td>
</tr>
<tr>
<td>Model 2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>11</td>
<td>15</td>
<td>19</td>
<td>27</td>
<td>43</td>
</tr>
<tr>
<td>Model 3 ($M/M/s + G$)</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>17</td>
<td>22</td>
<td>31</td>
<td>50</td>
</tr>
<tr>
<td>Model 4 ($M/M/s + M$)</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>17</td>
<td>22</td>
<td>32</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 6. Optimal staffing levels for $SL_1 = 80\%$, data set 2.
computed based on $\lambda$. By varying $\theta$ from 0 to 1, we move from our original system with no retrials to a system with high retrials. This simple model falls into the class of product-form networks analyzed by Baskett et al. (1975). As a result, the stationary behavior of this queueing model does not depend on the distribution of the call-back delays. They can thus be ignored. Using this simple modeling, we capture the retrial feature while being able to use the results developed in Section 4.

To evaluate the performance of a call center with parameters $\lambda$, $\mu$, $s$, $\theta$, and generally distributed patience times, it suffices to use the results of Section 4 for a call center with parameters $\bar{\lambda}$, $\mu$, $s$, and the same patience distribution.

Before going further, we should discuss how to compute $\bar{\lambda}$. Denoting the right-hand side in Equation (9) by a continuous function $g$ in $\bar{\lambda}$, we may write $\bar{\lambda} = g(\bar{\lambda})$. Then, $\bar{\lambda}$ is said to be a fixed point of $g$. To numerically compute $\bar{\lambda}$, we use a fixed-point algorithm (see for example Karamardian and García (1977)).

In what follows, we want to numerically study the impact of retrials on the optimal staffing level. We choose the metric SL$^2$, and our objective is to compute the optimal staffing level for $\text{SL}^2 = 80\%$, $a = 5$ seconds, $\tau = 1/3$ minute. We consider different call center sizes. The primary arrival rates are $\lambda \in \{10, 30, 50\}$. We also consider different levels of retrials, $\theta \in [0, 1]$. Similarly to the previous subsection, we choose $\mu = 1$ and model the patience times by the empirical distribution of data set 2. The results are given in Figure 5. As expected, this figure reveals that the optimal staffing level, $s^*_2$, increases in the probability to call back $\theta$.

An important observation here is that the impact of call backs on $s^*_2$ can be high, although we start from a model with no retrials ($\theta = 0$) that has a high service level ($\text{SL}^2 = 80\%$). For instance, the optimal staffing level can increase by about 20% when moving from a system with no retrials to a system with high retrials ($\theta = 1$). This is particularly due to the high impatience of customers in data set 2. In such cases, ignoring the modeling of retrials may lead to inappropriate results.

6 Conclusion

We have analyzed various process-related call center metrics that include customer abandonment. We showed how to obtain existing results explicitly, and also derived new results for new metrics.
considering short abandonments or abandonments within the acceptable waiting time. In practice, many managers choose not to count short abandonments against the call center performance metrics. Although the models used here are simple (with Markovian assumptions), we have shown their robustness using real call center data. Through numerical analysis, we have also discussed the advantages and disadvantages of the different metrics.

We have presented two models for customers’ patience that have a very good agreement with reality. The method to derive the call center metrics works for empirical patience distributions as well. The benefit of using our models is that the Markovian property is preserved. This is especially useful when one wants to consider other service-time distributions.

There are several avenues for future research. It would be useful to extend the analysis to the case of more than one customer type with non-identically distributed patience and service times. Another interesting and challenging extension of the current analysis is to consider a non-stationary arrival process.
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