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Abstract

We study the delay in cyclic polling systems with mixtures of gated and exhaustive

service, and with deterministic switch-over times. We show that, under proper scalings,

the waiting-time distribution at each of the queues converges to a uniform distribution

over a known interval when the switch-over times tend to infinity.
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1. Introduction

The basic polling system consists of a number of queues and a single server which visits the

queues in cyclic order to provide service to the customers waiting at the queues. Polling models

find many applications in the areas of maintenance, manufacturing, production and computer-

communication systems. During the last three decades, polling models have received much

attention in the literature. We refer to [15] for an overview of the applicability of polling

models, and to [22] for a fairly recent review of the state-of-the-art in the analysis of polling

models. Most variations of polling models do not allow for an exact detailed analysis, and

the others usually require the use of numerical techniques to determine performance measures

of interest, like the distributions and the moments of the delay incurred at each of the queues.

Moreover, numerical techniques can only contribute to the understanding of the behavior of the

system to a limited extent. Explicit expressions provide muchmore insight into the dependence

of the performance measures with respect to the system parameters. These observations raise

the importance of an exact asymptotic analysis of the performance of polling models.

In this paper it is shown that a class of polling models allows an exact detailed asymptotic

analysis when the switch-over times tend to infinity. We derive explicit expressions for the

complete asymptotic scaled waiting-time distributions at each of the queues. The results lead

to a variety of asymptotic properties which have not been observed before in the literature,

providing new insights into the asymptotic behavior of polling systems with large switch-over

times.

Polling systems with large switch-over times find applications in the areas of maintenance,

flexible manufacturing and production systems. Mack et al. [16] use a polling model (with

single buffers) to describe a patrolling repairman who inspects a number of machines to check

whether a breakdown has occurred and if so, eliminates such breakdowns. Evidently, in polling

models the repairman is represented by the server, the breakdowns are represented by the
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customers and the times needed by the repairman to travel from one machine to the next are

represented by the switch-over times. In [4] similar models are studied in which an operator at

a fixed position serves a number of storage locations on a rotating carousel conveyor. Polling

models are also used for the modelling of flexible manufacturing and production systems in

which machines can be used to perform various types of tasks. Here, the server typically

represents the machine, each of the queues represents a different type of job and the switch-

over times represent the time needed by the machine to change from one type of operation

to the other. Other typical applications of polling models with large switch-over times can

be found, for example, in transportation networks [3], public transportation systems [6], mail

delivery [17] and elevators [11].

The literature on polling models reveals a striking difference in complexity between differ-

ent models. This distinction in complexity has been illuminated by Resing [18], who showed

that for a class of polling models the joint queue-length process embedded at polling instants

(i.e. the moments at which the server arrives at a queue) at a fixed queue constitutes a multi-type

branching process (MTBP) with immigration. The theory of MTBPs leads to expressions for

the generating function of the joint queue-length process at polling instants. For polling models

satisfying an MTBP-structure several numerical algorithms have been proposed to determine

the moments of the delay at the queues by solving sets of linear equations (see [21] for

some references). Recently, the efficiency of the numerical techniques has been considerably

improved by the so-called Descendant Set Approach (DSA). The DSA is an iterative technique

which explores the MTBP-structure of the model by making use of the concept of so-called

descendant sets (see [13]). Choudhury andWhitt [5] use numerical transform-inversion for the

determination of tail probabilities of the waiting times. The key element in the identification of

the class of polling models in [18] is that the service policy at each of the queues should satisfy

a certain ‘branching property’. This property is satisfied by the present model with mixtures of

exhaustive and gated service policies. Polling models with service disciplines that do not have

a branching structure (e.g. limited-type service disciplines) are usually not exactly analysable

and generally require much more computational effort to obtain performance measures such

as moments of the delay at each of the queues (see, e.g. [1, 14]).

The motivation of this paper is twofold. First, we have a theoretical interest in studying

the impact of switch-over times on the delay incurred at each of the queues. This study aims

to provide insights into the behavior of polling systems when the switch-over times get large.

Second, polling models in which the switch-over times are large compared to the service times

find a variety of specific applications (see above). Evidently, for those applications an exact

analysis of the system is very useful.

We consider an asymmetric cyclic polling model with deterministic switch-over times and

with general mixtures of exhaustive and gated service. We study waiting-time (and queue-

length) distributions when the switch-over times tend to infinity. The waiting times are known

to grow without bound when the switch-over times get very large. Therefore, we study the

distribution of the scaled waiting-time, which is defined as the waiting time divided by the

total switch-over time per cycle of the server along the queues, when the switch-over times

tend to infinity. The key result is the observation that the distribution of the length of a queue

at polling instants at that queue, divided by total switch-over time per cycle, converges almost

surely to a known constant. The derivation of the result is based on the use of the DSA and

application of the Strong Law of Large Numbers for Renewal Reward Processes. The result,

in turn, is shown to imply that the scaled waiting-times distribution at each queue converges

(in distribution) to a uniform distribution over a known interval when the switch-over times
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234 R. D. VAN DER MEI

tend to infinity. This leads to explicit expressions for the complete marginal distributions, and

hence for the moments also, of the asymptotic scaled waiting-time at each of the queues. The

results reveal a variety of properties of the asymptotic scaled waiting times, providing new

insights into the behavior of the system. It is shown that the asymptotic scaled waiting-time

distribution at each queue (i) is independent of the order in which the queues are visited, (ii)

depends on the service-time distributions through their first moments, but is independent of the

higher moments of the service times, and (iii) depends on the service discipline at that queue,

but is independent of the service disciplines at all other queues.

The remainder of the paper is organized as follows. In Section 2 the model is described in

detail. In Section 3 we review the principles of the DSA. In Section 4 the concept of descendant

sets is used to derive explicit expressions for the asymptotic scaled waiting-time distributions.

In Section 5 the results are illustrated by numerical examples. Finally, in Section 6 we discuss

implications of the results and address a number of topics for further research.

2. Model description

Consider a system consisting of N infinite-buffer queues,Q1, . . . ,QN , and a single server

which visits and serves the queues in cyclic order. Customers arrive at Qi according to a

Poisson arrival process with rate λi , and are referred to as type-i customers. The total arrival

rate is denoted by � =
∑N
i=1 λi . The service time of a type-i customer is a random variable

Bi , with Laplace-Stieltjes Transform (LST) B∗
i (·), and with finite first and second moments bi

and b
(2)
i , respectively. The load offered toQi is ρi = λibi , and the total offered load is equal to

ρ =
∑N
i=1 ρi . The moments at which the server arrives atQi are referred to as polling instants

at Qi . The time intervals during which the server visits at Qi are called service periods at

Qi . The time interval between two successive polling instants at Q1 is referred to as a cycle.

The service at each queue is either according to the gated policy or the exhaustive policy. In

the gated policy only the customers that were present at the polling instant at Qi are served;

customers that arrive at Qi while it is being served are served during the next visit of Qi . In

the exhaustive policy the server visits Qi until it is empty. The service policy at each queue

remains the same for all visits. Define G := {i : Qi is served according to the gated policy}

and E := {i : Qi is served exhaustively}. At each queue the customers are served on a FIFO

basis. After completing service at Qi the server proceeds to Qi+1, incurring a fixed switch-

over period of length ri . Define r =
∑N
i=1 ri , i.e. the total switch-over time per cycle. All

interarrival times, service times and switch-over times are assumed to be mutually independent

and independent of the state of the system.

A necessary and sufficient condition for the stability of the system is ρ < 1 (see [8]). In the

following, it is assumed that this condition is satisfied, and that the system is in steady state.

Denote by Wi the delay incurred by an arbitrary customer at Qi when the system is in

steady state, and denote by W ∗
i (·) the corresponding LST. Similarly, define Xi to be the

number of customers at Qi at an arbitrary polling instant at Qi , and denote by X∗
i (·) the

corresponding Probability Generating Function (PGF). Our main interest is in the behavior of

Wi when the switch-over times tend to infinity. The waiting times are known to grow without

bound when the switch-over times tend to infinity. Therefore, the analysis is oriented towards

the determination of the distribution of

W̃i := lim
r→∞

Wi

r
, X̃i := lim

r→∞

Xi

r
, i = 1, . . . , N, (1)

referred to as the asymptotic scaled waiting time at Qi , and the asymptotic scaled length of

Qi , at polling instants atQi , respectively.
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Delay in polling systems with large switch-over times 235

Remark 1. It is shown in [19] (Corollary 1) that if the switch-over times are deterministic,

then the distributions ofXi andWi depend on the individual switch-over times r1, . . . , rN only

through r =
∑N
i=1 ri , the total switch-over time per cycle. This implies that the limits in (1)

are well-defined, and that we can assume, without loss of generality, that r1 = · · · = rN−1 = 0,

rN = r .

3. The descendant set approach

The waiting-time distribution at Qi and the queue-length distribution at polling instants at

Qi are related by the following equations (see [20]): for i = 1, . . . , N , Re s ≥ 0,

W ∗
i (s) =

1 − ρ

r

X∗
i (B

∗
i (s))−X

∗
i (1 − s/λi)

s − λi + λiB
∗
i (s)

(i ∈ G),

W ∗
i (s) =

1 − ρ

r

1 −X∗
i (1 − s/λi)

s − λi + λiB
∗
i (s)

(i ∈ E). (2)

Hence, to determine the distribution of Wi it is sufficient to obtain the distribution of Xi . To

this end, note that simple balancing arguments lead to the following closed-form expressions

for the quantities E[Xi] (e.g. [23]): for i = 1, . . . , N ,

E[Xi] =
λi(1 − ρiI{i∈E})r

1 − ρ
, and hence, E[X̃i] =

λi(1 − ρiI{i∈E})

1 − ρ
. (3)

However, the complete distribution, and the higher moments, of Xi cannot be obtained expli-

citly. The DSA provides a recursive scheme to determine the distribution of Xi and appears to

be very useful for performing the asymptotic analysis in this paper. Throughout this section,

we discuss the basic ideas of the DSA. The reader is referred to [13] for more details.

3.1. Terminology

All customers in a polling system can be classified into: (i) originators, and (ii) non-

originators. An originator is a customer which arrives at the system during a switch-over

period. A non-originator is a customer who arrives at the system during the service of another

customer. For a customer C, let the children set be the set of customers arriving during the

service of C; the descendant set of C is recursively defined to consist of C, its children and the

descendants of its children.

The DSA is focused on the determination of the moments of the delay at a fixed queue, say

Q1. To this end, the DSA concentrates on the determination ofX1(P
∗), defined as the number

of customers at Q1 present at an arbitrary fixed polling instant P ∗ at Q1. P
∗ is referred to as

the reference point. The main ideas are the observations that (i) each of the X1(P
∗) customers

belongs to the descendant set of exactly one originator, and (ii) the evolutions of the descendant

sets of different originators are stochastically independent. Therefore, the DSA concentrates

on an arbitrary tagged customer T which arrived at Qi in the past and then on calculating the

number of type-1 descendants it has at P ∗. Summing these numbers over all past originators

yields X1(P
∗) and hence X1 (because P is chosen arbitrarily).

The DSA considers the Markov process embedded at the polling instants of the system.

Therefore, we number the successive polling instants as follows (counting backwards in time).

Let PN,0 be the last polling instant at QN prior to P ∗, and for i = N − 1, . . . , 1, let Pi,0 be

recursively defined as the last polling instant at Qi prior to Pi+1,0. In addition, for
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236 R. D. VAN DER MEI

c = 1, 2, . . . , we define Pi,c to be the last polling instant at Qi prior to Pi,c−1, i = 1, . . . , N .

The DSA is oriented towards the determination of the contribution to X1(P
∗) of an arbitrary

customer present at Qi at Pi,c. To this end, define an (i, c)-customer to be a type-i customer

present atQi at Pi,c. Moreover, for a tagged (i, c)-customer T , we defineAi,c to be the number

of type-1 descendants it has at P ∗. In this way, Ai,c can be viewed as the contribution of T to

X1(P
∗). Denote the PGF of Ai,c by A

∗
i,c(·), and denote the kth factorial moment of Ai,c by

α
(k)
i,c , k = 1, 2, . . . . Based on the terminology discussed here, and on Remark 1, it is readily

verified that the mean and the variance of X1 can be expressed in terms of the variables α
(1)
i,c

and α
(2)
i,c as follows (see also [13]):

E[X1] = r

N
∑

j=1

∞
∑

c=0

λjα
(1)
j,c−1, Var[X1] = r

N
∑

j=1

∞
∑

c=0

λjα
(2)
j,c−1. (4)

Expressions for the higher moments of X1 in terms of the moments of Ai,c can be obtained in

a similar way (see e.g. [13, 24, 19]).

3.2. Recursive scheme

The DSA is based on recursive relations between the variables Ai,c, and hence, on their

moments α
(k)
i,c . Fix k and consider a tagged (i, c)-customer, present at Qi at Pi,c, denoted by

Ti(Pi,c). We want to find the contribution of Ti(Pi,c) to X1(P
∗). A key observation is that this

contribution is equal to the total contribution to X1(P
∗) of all immediate children of Ti(Pi,c),

i.e. the customers which arrive during the service of Ti(Pi,c), leading to the following recursive

relations for Ai,c(z) (see [13]). For |z| ≤ 1, c = 0, 1, . . . ,

A∗
i,c(z) = B∗

i

( N
∑

j=i+1

λj (1 − A∗
j,c(z))+

i
∑

j=1

λj (1 − A∗
j,c−1(z))

)

(i ∈ G), (5)

and

A∗
i,c(z) = �∗

i

( N
∑

j=i+1

λj (1 − A∗
j,c(z))+

i−1
∑

j=1

λj (1 − A∗
j,c−1(z))

)

(i ∈ E), (6)

where�∗
i (·) stands for the LST of the duration of a busy period in anM/G/1 system with rate

λi and service-time distribution with LST B∗
i (·). The first two moments of �i are known to

be θi = bi/(1 − ρi) and θ
(2)
i = b

(2)
i /(1 − ρi)

3, respectively. To obtain the initial conditions,

notice that if Ti(Pi,c) has not yet been served at Pk,0, then Ti(Pi,c) contributes 1 to X1(P
∗) if

i = 1 and 0 if i �= 1. Hence, the initial conditions are as follows (see [13]): A∗
1,−1(z) := z;

A∗
i,−1(z) := 1 (i = 2, . . . , N). In this way, the distribution of the variables Ai,c, and their

corresponding moments, can be determined recursively. Focusing on the first moments, the

variables α
(1)
i,c can be recursively calculated from the following relations, which follow directly

from (5) and (6) (see [13]): for c = 0, 1, . . . ,

a
(1)
i,c = bi

[ N
∑

j=i+1

λjα
(1)
j,c +

i
∑

j=1

λjα
(1)
j,c−1

]

(i ∈ G),

a
(1)
i,c = θi

[ N
∑

j=i+1

λjα
(1)
j,c +

i−1
∑

j=1

λjα
(1)
j,c−1

]

(i ∈ E). (7)
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Similarly, for the second moments we have the following recursive relations: for i = 1, . . . , N ,

c = 0, 1, . . . ,

α
(2)
i,c =

b
(2)
i

b2i
(α
(1)
i,c )

2 + bi

[ N
∑

j=i+1

λjα
(2)
j,c +

i
∑

j=1

λjα
(2)
j,c−1

]

(i ∈ G), (8)

and

α
(2)
i,c =

θ
(2)
i

θ2i
(α
(1)
i,c )

2 + θi

[ N
∑

j=i+1

λjα
(2)
j,c +

i−1
∑

j=1

λjα
(2)
j,c−1

]

(i ∈ E). (9)

The initial conditions are α
(1)
1,−1 = 1, α

(1)
i,−1 = 0 (i = 2, . . . , N), and α

(2)
1,−1 = 1, α

(2)
i,−1 = 0

(i = 2, . . . , N). Based on these conditions, the variables α
(1)
i,c and α

(2)
i,c can be computed

recursively according to (7)–(9). The higher moments of Ai,c can be computed recursively in

a similar manner.

4. Analysis

In this section we use the DSA to derive asymptotic results for the distribution of X1 when

r tends to infinity. Based on the concept of descendant sets, X1 is known to be the sum of a

number of independent random variables (namely, the contributions to X1(P
∗) of the original

customers), where this number increases to infinity when r tends to infinity. Based on this

observation, the Strong Law of Large Numbers for Renewal Reward Processes is shown to

imply that X1/r converges (almost surely) to a known constant when r tends to infinity. This,

in turn, it is shown to imply that the distribution of Wi/r converges to a uniform distribution

over a known interval when r tends to infinity.

A family of random variables {Aα, α ≥ 0} is said to converge almost surely to a constant

a for α → ∞, denoted as Aα
a.s.
→ a(α → ∞), if for all ǫ > 0, P(|Aα − a| > ǫ) → 0

for α → ∞. A family of random variables {Aα, α ≥ 0} is said to converge in distribution

to a random variable A for α → ∞, denoted as Aα
d

→ A(α → ∞), if for all ǫ > 0,

P(|Aα − A| > ǫ)→ 0 for α → ∞.

Theorem 1. For i = 1, . . . , N ,

Xi

r

a.s.
→
λi(1 − ρiI{i∈E})

1 − ρ
(r → ∞). (10)

Proof. Following the terminology discussed in Section 3.1, it suffices to determine the

distribution of X1 = X1(P
∗), i.e. the number of customers at Q1 at the reference point at

Q1. Recall from Remark 1 that r1 = r2 = · · · = rN−1 = 0 and rN = r , without loss

of generality. Define the cth cycle be the time interval between the polling instants Pc,1 and

Pc−1,1, c = 0, 1, . . . . Denote by Rc the switch-over period during the cth cycle. In this

way, the cth cycle consists of the successive service periods starting at Pc,1, . . . , Pc,N (with

no switch-over times between these service periods), followed by the switch-over period Rc.

Defining Yc to be the total contribution to X1(P
∗) of all (original) customers which arrive

during Rc, we can write

X1 =

∞
∑

c=0

Yc. (11)
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238 R. D. VAN DER MEI

Based on the concept of descendant sets, the random variables Yc are mutually independent.

The distribution of Yc is obtained by conditioning on the queue at which an original customer

arrives. To this end, denote by N
(i)
c the number of (original) customers which arrive at Qi

during Rc, and moreover, denote by Y
(i)
c the total contribution to X1(P

∗) of all N
(i)
c type-i

originators which arrive during Rc. Hence, we can write: for c = 0, 1, . . . ,

Yc =

N
∑

i=1

Y (i)c , with Y (i)c =

N
(i)
c

∑

k=1

Y (i)c (k), (12)

where Y
(i)
c (k) stands for the contribution to X1(P

∗) of the kth customer which arrives to Qi
during Rc, k = 1, . . . , N

(i)
c . Based on the concept of descendant sets, the random variables

Y
(i)
c (k) are independent. We make the following observations: (i) the arrival process of

(original) customers which arrive atQi during Rc is a Poisson process and hence, is a renewal

process, (ii) N
(i)
c has a Poisson distribution with mean rλi ; and (iii) Y

(i)
c (k) has the same

distribution as Ai,c−1, for all k. Combining these observations, and application of the Strong

Law of Large Numbers for Renewal Reward Processes (see e.g. [12, Theorem 6.4]) leads to the

following result (see Section 6 for some additional remarks): for i = 1, . . . , N , c = 0, 1, . . . ,

Y
(i)
c

r

a.s.
→ λiα

(1)
i,c−1 (r → ∞). (13)

To proceed, we have to show (see (11)) that the infinite series
∑∞
c=0 Yc converges. To this end,

we apply Theorem 2 in [7, Chapter 7, pp. 238], which requires that
∑∞
c=0 E[Y 2c ] < ∞. This

requirement is readily verified to be equivalent to
∑∞
c=0 E[A2

i,c] <∞ for all i, which, in turn,

is equivalent to
∑∞
c=0 α

(2)
i,c < ∞ for all i. To see that the latter requirement is satisfied, it is

readily verified from equations (5) and (6) (by multiplication with λi and summation over i

and c) that
∑∞
c=0 α

(1)
i,c <∞ for all i, which implies that

∑∞
c=0(α

(1)
i,c )

2 <∞ for all i. Equations

(7)–(9) can then be used (again by multiplication with λi and summation over i and c, see also

equations (3.10) and (3.11) in [13]) to show that
∑∞
c=0 α

(2)
i,c < ∞ for all i. This implies that

∑∞
c=0 E[Y 2c ] < ∞, which is a sufficient condition for application of Theorem 2 in [7], which

yields the following result: for i = 1, . . . , N ,

∞
∑

c=0

Y
(i)
c

r

a.s.
→

∞
∑

c=0

λiα
(1)
i,c−1 (r → ∞). (14)

Combining relations (11)–(13), (4) and (3) implies relation (10) for i = 1, which completes

the proof.

Theorem 2. For i = 1, . . . , N ,

Wi

r

d
→ W̃i (r → ∞), (15)

where W̃i is uniformly distributed over the interval [ãi, b̃i], with

ãi =
ρi

1 − ρ
, b̃i =

1

1 − ρ
(i ∈ G) and ãi = 0, b̃i =

1 − ρi

1 − ρ
(i ∈ E). (16)

available at https://www.cambridge.org/core/terms. https://doi.org/10.1239/jap/1032374244
Downloaded from https://www.cambridge.org/core. Centrum Wiskunde & Informatica, on 22 Oct 2021 at 08:50:17, subject to the Cambridge Core terms of use,

https://www.cambridge.org/core/terms
https://doi.org/10.1239/jap/1032374244
https://www.cambridge.org/core


Delay in polling systems with large switch-over times 239

Proof. First we introduce some notation. Let Ŵi := Wi/r be the scaled delay at Qi ,

and let Ŵ ∗
i (·) be the corresponding LST. Moreover, let X̂i := Xi/r and denote by X̂∗

i (·) its

corresponding PGF. Consider the case of exhaustive service at Qi . Then to prove Theorem 2,

it is sufficient to show that: for i = 1, . . . , N , Re s ≥ 0,

lim
r→∞

Ŵ ∗
i (s) =

1

sb̃i
(1 − e−sb̃i ), (17)

where the right-hand side is the LST of the distribution of W̃i , i.e. the uniform distribution on

the interval [0; b̃i]. Recall from (16) that b̃i = (1 − ρi)/(1 − ρ). To see that this is indeed the

case, we observe that Theorem 1 implies that X̂∗
i (z) = X∗

i (z
1/r) → zλi b̃i (r → ∞), for all

|z| ≤ 1. This, in turn, is easily shown to imply that, for i = 1, . . . , N , Re s ≥ 0,

lim
r→∞

X∗
i

(

1 −
s

λir

)

= e−sb̃i . (18)

The validity of Theorem 2 then follows from the following equalities: for i = 1, . . . , N ,

Re s ≥ 0,

lim
r→∞

Ŵ ∗
i (s) = lim

r→∞
W ∗
i (s/r) = lim

r→∞

1 − ρ

r

1 −X∗
i (1 − s/λir)

s/r − λi + λiB
∗
i (s/r)

=
1

sb̃i
(1 − e−sb̃i ). (19)

The first equality follows directly from the fact that Ŵ ∗
i (s) = E[e−sWi/r ] = W ∗

i (s/r). The

second equality follows directly from (2), and the third equality is directly obtained from (18)

and some straightforward manipulations. This completes the proof of Theorem 2 for the case

of exhaustive service at Qi . The validity of Theorem 2 for the case of gated service at Qi can

be shown in a similar way.

Theorem 3. For i = 1, . . . , N , k = 1, 2, . . . ,

E[W̃ ki ] =
1

k + 1

1 + ρi + · · · + ρki
1 − ρ

(i ∈ G),

E[W̃ ki ] =
1

k + 1

(1 − ρi)
k

1 − ρ
(i ∈ E). (20)

Proof. This follows directly from Theorem 2.

5. Numerical examples

In this section we illustrate the validity of the results. Consider the model with the following

parameters: N = 4; the ratios between the arrival rates are 4:4:1:1; the service times are

exponentially distributed with means b1 = 7, b2 = b3 = b4 = 1; G = {1, 2}, E = {3, 4}. We

consider two models. In model I the load offered to the system is ρ = 0.3, and in model II

the offered load is ρ = 0.8. Recall from Remark 1 that, for given r , the individual switch-over

times do not need to be specified. As can be seen, the model is fairly asymmetrical in the

arrival rates, the service times and the service disciplines.

We use a numerical tool based on the DSA combined with numerical transform-inver-

sion [5] to compute the probability density function of the delay at the queues. Figure 1 shows
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Figure 1: Probability density function of the scaled delay for different switch-over times; ρ = 0.3.

the probability density function ofW1/r (i.e. the delay atQ1 divided by r) for different values

of r , under Model I. Similarly, Figure 2 shows the probability density function of W1/r for

different values of r , under Model II.

Figures 1 and 2 suggest that the probability distribution of the scaled delay indeed converges

to a uniform distribution when r becomes large, as expected on the basis of Theorem 2.

The probability distribution in the limiting case r → ∞ can be determined from Theorem 2.

For model I we have ρ1 = 21/85 and ρ = 0.3, so that ã1 = 6/17 ≈ 0.3529 and b̃1 = 10/7 ≈

1.4286. Similarly, for model II we have ρ1 = 56/85 and ρ = 0.8, so that ã1 = 56/17 ≈

3.2941 and b̃1 = 5. The correctness of the asymptotic bound is supported by Figures 1 and 2.

We observe that the shape of the delay distribution for small values of r may differ strongly.

Moreover, we notice that in the limiting case r → ∞ the delay is uniformly distributed and

has a finite support, whereas for finite r the delay distribution has an infinite support and the

tail of the waiting-time distribution may be non-negligible, as illustrated in Figures 1 and 2.

This difference in tail behavior between the case of finite r and the limiting case may become

apparent if the limiting case is used as an approximation of the moments of the delays in

models with finite r .

Comparison of Figures 1 and 2 suggests that the probability density of W1/r , as function

of r , approaches the limiting distribution considerably ‘faster’ when the offered load is low.

Apparently, the rate of convergence to the limiting distribution decreases when ρ increases.

This observation may be caused by the fact that for high values of the load the higher moments

of Ai,c are generally larger, so that the left-hand side of (13) converges more slowly to its

limiting value.

6. Implications of the results

The results in Section 4 reveal several properties about how the delay distributions depend

on the system parameters. These properties are discussed below.
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Figure 2: Probability density function of the scaled delay for different switch-over times; ρ = 0.8.

Lemma 1. For i = 1, . . . , N , the distribution of W̃i is independent of

1. the visit order;

2. the higher moments of the service-time distributions;

3. the service discipline atQj (for all j �= i).

Proof. This follows directly from Theorem 2.

The properties in Lemma 1 are known to be not generally valid for finite r . In this case,

the waiting-time distribution at each queue generally does depend on the visit order, the higher

moments of the service-time distributions and the service disciplines at the other queues. In

this perspective, Lemma 1 reveals that the influence of the visit order, the higher moments of

the service-time distributions and the service disciplines at the other queues vanish when the

switch-over times get large.

Notice that similar insensitivity properties hold for E[V ] =
∑N
i=1 ρiE[Wi], i.e. the expec-

ted total amount of waiting work in the system. The results obtained in [2] show that E[V ]

is independent of the visit order, the higher moments of the service times and the service

disciplines, even for finite r .

Remark 2. The main result of this paper is Theorem 1. The key observation in the proof

of Theorem 1 is relation (13), which is based on the application of the Strong Law of Large

Numbers for Renewal Reward Processes (RRPs). To clarify this in some more detail, note

that an RRP consists of two components (see, e.g. [12, Chapter 6]): (i) a renewal process and

(ii) a reward distribution. In the proof of (13) we consider an RRP, where the renewal process

is the process of arrivals of original customers at Qi (which is a Poisson process with rate λi
per time unit) during the period Rc (of duration r), and where the reward distribution is the

distribution of Ai,c−1. Thus, the total ‘reward’ over a period of length r , which can be seen as
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the total contribution of X1(P
∗) of all original customers which arrive atQi during Rc, can be

expressed as, for i = 1, . . . , N , c = 0, 1, . . . ,

Y (i)c (1)+ · · · + Y (i)c (N
(i)
c ), (21)

whereN
(i)
c has a Poisson distribution with mean rλi , and where Y

(i)
c (k) are i.i.d. with the same

distribution as Ai,c−1, for all k. The Strong Law of Large Numbers for RRPs basically states

that the average reward per time unit incurred over a very long time interval ‘flattens out’ and

converges (almost surely) to its expected value. Accordingly, the contribution to X1 of all

customers which arrive at Qi during Rc per time unit converges almost surely to the mean

value λiE[Ai,c−1], which implies relation (13).

Remark 3. Although the results are quite intuitive, their derivations are not trivial in the sense

that the switch-over times do not ‘completely dominate’ the waiting times (which would be

the case, for example, when ρ → 0). Note that the fraction of the time in which the server

is serving customers is ρ, independent of the switch-over times. To pursue this somewhat

further, we observe that the scaled queue-length process (i.e. the process of queue lengths

divided by r) tends to follow a deterministic pattern when r gets large. This is caused by

the following two observations. First, the impact of the switch-over times on the evolution

of the (scaled) queue-length process tends to become deterministic when r gets large, in

the sense that the scaled numbers of customers arriving at each of the queues during the

switch-over times tend to become deterministic. Second, the impact of the service periods

on the evolution of the scaled queue-length process tends to become deterministic when r

(and hence the number of customers at a queue at polling instants at that queue) gets large.

This is caused by the branching structure of the gated and exhaustive service disciplines and

application of the Theory of Large Numbers. Note that this is not necessarily the case for

service disciplines in which the branching structure is violated (e.g. for probabilistically-

limited service disciplines [14]). Thus, the impact of both the switch-over times and the

service periods (and not the switch-over times only) on the evolution of the scaled queue-

length process imply that the scaled queue-length process itself tends to become deterministic

when r gets large.

We conclude with a number of topics for further research.

The derivation of the results presented here, particularly the proof of Theorem 1, relies on

the assumption that the switch-over times are deterministic. However, when the switch-over

times are non-deterministic, the key relation (13) is no longer generally valid. To see this,

suppose for example that Rc = 0 with probability 1
2
and Rc = 2r with probability 1

2
(so that

E[Rc] = r remains the same). Then, even if r → ∞, we have Y
(i)
c = 0 with probability 1

2
, and

we have Y
(i)
c /r → λiα

(1)
i,c−1 with probability 1

2
. Hence, relation (13), and, in turn, Theorem 1,

are no longer valid. Notice also that the assumptions in Remark 1 are no longer valid without

loss of generality, so that W̃i and X̃i are no longer well-defined in (1). Extension of the results

to non-deterministic switch-over times is for further research.

In this paper we have derived expressions for the marginal waiting-time distribution at

the different queues, based on the observation that the number of customers at Qi at polling

instants at Qi becomes deterministic when the switch-over times tend to infinity. We suspect

that when the switch-over times get large, the number of customers atQj at polling instants at

Qi also becomes deterministic for all j , which may lead to expressions for the joint asymptotic

queue-length and waiting-time distributions. This is left as an open area for further research.
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The observation that the waiting-time distribution tends to become only weakly independent

of the parameters of the other queues (only through ρ) greatly simplifies the analysis. This,

in turn, may be useful for optimization of the system performance with respect to the service

disciplines at the queues. Optimization of polling models with large switch-over times is an

open issue.
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