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Abstract

In this paper we study the assignment of packets to $M$ parallel heterogeneous servers with no buffers. The controller does not have knowledge on the state of the servers and bases all decisions on the number of time slots ago that packets have been sent to the different servers. The objective of the controller is to minimize the expected average cost. We consider a general stationary arrival process, with no independence assumptions. We show that the problem can be transformed into a Markov Decision Process (MDP). We further show under quite general conditions on cost functions that only a finite number of states have to be considered in this MDP, which then implies the optimality of periodic policies. For the case of two servers we obtain a more detailed structure of the cost and optimal policies. In particular we show that the average cost function is multimodular, and we obtain expressions for the cost for MMPP and MAP processes. Finally we present an application to optimal robot scheduling for Web search engines.
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1. Introduction

In a recent paper [10], Koole used the theory of MDPs with partial information to solve the problem of routeing packets optimally to $M$ servers with different service times. The objective was to minimize losses or maximize the throughput, and policies were restricted to those where no information is available on the state of the servers. For the special case of symmetrical servers and arrival processes, the optimality of the round-robin policy was established. For the case of two servers, it was shown that a periodic policy whose period has the form $(1, 2, 2, 2, \ldots, 2)$ is optimal, where 2 means sending a packet to the faster server. Similar results have been obtained...
in a dual model of server assignment in [7] with a somewhat different cost. The results in [7, 10] heavily depend on the Markovian structure of the arrivals.

An alternative approach based on the multimodularity and Schur convexity of the cost functions has been presented in [4]. It enabled us to use a novel theory for optimization of multimodular functions [9, 2, 3] in order to obtain structural results for the optimal policy without the Markovian assumptions made in [7, 10]. The objective was to minimize losses or maximize the throughput.

In this paper we extend our framework to general convex functions, not necessarily decreasing (as in [4]). We show that under quite general conditions, the problem can be transformed into an MDP with a finite state space, even when the arrival times have a general stationary distribution. No independence assumptions are required. We show that packets should be routed to every server infinitely often, and that there exists a periodic optimal policy. We then present some further properties for the case of two servers. As a first application, we consider an optimal routing problem in which losses are to be minimized. In addition to the structure of the optimal policy for this problem, we provide explicit expressions for the costs for MMPP and MAP arrival processes. Finally, we apply our framework to the problem of robot scheduling for Web search engines.

2. Problem formulation

Consider a system, to which packets arrive at times \((T_n)_{n \in \mathbb{N}}\). We use the convention that \(T_1 = 0\) and we assume that the process \((\tau_n)_{n \in \mathbb{N}}\) of interarrival times \(\tau_n = T_{n+1} - T_n\) is stationary (thus \((\tau_m, \ldots, \tau_{m+h})\) and \((\tau_n, \ldots, \tau_{n+h})\) are equal in distribution for all \(m, n\) and \(h\)).

Assume that the system has \(M\) parallel servers with no waiting room and independent service times, independent of the arrival process. Upon arrival of a packet a controller must route this packet to one of the \(M\) servers in the system. The service time has a general service distribution \(G_m\) when routed to server \(m \in \{1, \ldots, M\}\). If there is still a packet present at the server, where the packet is routed to, then the packet in service is lost (we call this the preemptive discipline). In the special case of an exponential distribution, one can consider instead the non-preemptive discipline in which the arriving packet is lost; the results below will still hold.

We assume that the controller, which wishes to minimize some cost function, has no information on the state of the servers (busy or idle). The only information which the controller possesses is its own previous actions, i.e. to which server previous packets were routed. We assume that this information does not include the actual time that has elapsed since a packet was last routed to that server. This assumption enables us to study the embedded Markov chain of the continuous-time process; i.e. we can consider the discrete-time process embedded at the epochs when packets arrive. Now the mathematical formulation of this problem is given by the following \(T\)-horizon Markov decision process.

Let \(X = (\mathbb{N} \cup \{\infty\})^M\) be the state space. The \(m\)th component \(x_m\) of \(x \in X\) denotes the number of arrivals since a packet was last routed to server \(m\). Let \(A = \{1, \ldots, M\}\) be the action space, where action \(a \in A\) means that a packet is routed to server \(a\). Since actions are taken before state transitions, we have the following transition probabilities:

\[
p(x' | x, a) = \begin{cases} 
1, & \text{if } x'_a = 1 \text{ and } x'_m = x_m + 1 \text{ for all } m \neq a \\
0, & \text{otherwise.}
\end{cases}
\]

Define the immediate costs by \(c_t(x, a) = f_a(x_a)\), which reflects that the costs only depend on
the chosen server and the state of that server for \( t < T \). The terminal costs are given by

\[
c_T(x) = \sum_{a \in A} f_a(x_a) \tag{1}
\]

(note that the terminal costs use the same functions \( f_a \)). Defining these terminal costs will be essential for the mathematical results, as will be illustrated later in Example 3.5. It has also a natural physical interpretation, as will be illustrated in Remark 6.2.

The set of histories at epoch \( t \) of this Markov decision process is defined as the set \( H_t = (X \times A)^t \times X \). A policy \( \pi \) is a set of decision rules \((\pi_1, \pi_2, \ldots)\) with \( \pi_t : H_t \rightarrow A \). For each fixed policy \( \pi \) and each realization \( h_t \) of a history, the variable \( A_t \) is given by \( A_t = \pi_t(h_t) \).

For each fixed policy \( \pi \) and each realization \( h_t \) of a history, the variable \( X_{t+1} \) takes values \( x_{t+1} \in X \) with probability \( p(x_{t+1} \mid x_t, a_t) \). (In general MDPs, the variables \( A_t \) and \( X_t \) are random; here they are deterministic since the transition probabilities take only values of 0’s or 1’s.) With these definitions the expected average cost criterion function \( C(\pi) \) is defined by

\[
C(\pi) = \lim\sup_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} c_t(X_t, A_t),
\]

where \( x = (x_1, \ldots, x_M) \) is the initial state. Let \( \Pi \) denote the set of all policies. The Markov decision problem is to find a policy \( \pi^* \), if it exists, such that \( C(\pi^*) = \min \{ C(\pi) \mid \pi \in \Pi \} \).

This Markov decision model is characterized by the tuple \( (X, A, p, c) \).

**Example 2.1.** Suppose that the controller wishes to minimize the number of lost packets (i.e. the number of preempted packets) per unit time. The cost function \( f_m(n) \) will typically be a decreasing function in \( n \), because a longer time interval between an assignment to server \( m \) results in a smaller probability that a packet that was previously assigned there is still in service.

Assume that the arrival process is a Poisson process with rate \( \lambda \) and that services at server \( i \) are exponentially distributed with rate \( \mu_i \) independent of the other servers. Let \( S_i \) be a random variable which is exponentially distributed with rate \( \mu_i \). Then \( f_m(n) = P(S_m \geq \tau_1 + \cdots + \tau_n) = \left[ \frac{\lambda}{\lambda + \mu_m} \right]^n \).

### 3. Structural results

In the setting described in Example 2.1 we obtained a decreasing cost function \( f_m(x) \). In Section 5 we discuss this application in more detail. In Section 6 we describe another application of our model, where the obtained cost function is increasing. In this section, we make some general assumptions on the cost function in order to cover all these different structures. Moreover we investigate structural properties of the optimal policy.

Assume that all the \( f_m \) are convex. Moreover, one of Conditions (2)–(4) defined below holds:

\[
\lim_{x \to \infty} (f_m(x+1) - f_m(x)) = \infty, \quad m = 1, \ldots, M. \tag{2}
\]

\[
f_m \text{ are strictly convex and } \lim_{x \to \infty} (f_m(x) - a_m x) = C, \quad m = 1, \ldots, M \tag{3}
\]

(by strictly convex we mean that for all \( x \), \( f_m(x+2) - f_m(x+1) > f_m(x+1) - f_m(x) \)).

\[
f_m(x) = a_m x + C, \quad m = 1, \ldots, M, \tag{4}
\]

where \( a_m \geq 0 \) and \( C \) are constants (and \( C \) does not depend on \( m \)). Note that Condition (4) is not included in (3): it violates its first part. Condition (2) covers the case where \( f_m \) grows more
than linearly, whereas (3)–(4) cover the case where \( f_m \) grows asymptotically linearly. These conditions are complementary to (2) since any one of them implies that \( \lim_{x \to \infty} (f_m(x + 1) - f_m(x)) < \infty \). In Conditions (2) and (3), \( f_m \) is strictly convex.

**Theorem 3.1.** Assume that one of Conditions (2)–(4) holds. Then:

(i) There exists an optimal policy that uses every server infinitely many times, thus \( \sup \{ j \mid \pi_j = m \} = \infty \) for \( m \in \{1, \ldots, M\} \).

(ii) There exists a periodic optimal policy.

Before proving the theorem we note that there are certain ways in which the Conditions (3)–(4) cannot be relaxed. We illustrate this below with cost functions for which the above theorem does not hold.

**Example 3.2.** Consider the case of two servers with the costs 

\[
 f_i(x) = a_i x + b_i \exp(-d_i x) + c_i, \quad i = 1, 2,
\]

where \( c_1 < c_2 \), and where \( b_1 > 0 \) and \( d_i > 0 \) are some constants (as follows from the next remark, the sign of \( a_i \) is not important). Then for a sufficiently small value of \( b_1 \), the policy that always routes to server 1 is the only optimal policy for any finite horizon \( T \).

Indeed, assume first \( b_1 = 0 \) for all \( i \) and let \( u \) be any policy that routes at its \( n \)th step to server 2. By changing the action at this step into an assignment to server 1 we gain \( c_2 - c_1 \).

By continuity of the cost in the \( b_i \)’s, we also gain a positive amount using this modified policy if \( b_i \neq 0 \) provided the \( b_i \)’s are sufficiently small. Hence, for \( b_i \) sufficiently small, a policy cannot be optimal if it does not always route to server 1.

When using the average cost, the cost is no longer affected by any changes in the actions provided that the frequency of such changes converges to zero. Hence, for the average cost, there may be other policies that are optimal, but still, any policy for which the fraction of customers routed to server 2 does not converge to 0 cannot be optimal.

We conclude that we cannot relax (3) or (4) and replace \( C \) by \( C_m \).

**Remark 3.3.** Note that when the cost \( f_i(x) \) contains a linear term \( a_i x \) then the total accumulated cost that corresponds to the term \( a_i x \) over any horizon of length \( T \) is \( a_i (T + x_i) \), where \( x = (x_1, x_2) \) is the initial state. This part does not depend on the policy. If we use a policy \( \pi \) and then modify it by changing an assignment at time \( t < T \) from server \( i \) to server \( j \neq i \) then the linear part of the cost at time \( t \) under the modified policy decreases by \( a_i x_j(t) - a_j x_j(t) \), but it then increases by the same amount at time \( t + 1 \). Thus the accumulated linear cost is independent of the policy. (Note that this argument is valid due to the definition of the cost at time \( T \) in (1).)

**Example 3.4.** Consider the case of two servers with the costs \( f_1(x) = a_1 x \) and \( f_2(x) = \exp(-d_2 x) \). For any finite horizon \( T \) and for \( d_2 > 0 \), the only optimal policy is the one that always routes to server 1. Note that the average cost until time \( T \) of the policy that always routes to server 1 is 

\[
 \frac{T f_2(1) + f_1(T)}{T} = e^{-d_2} + a_1.
\]

The average cost of the policy that always routes to server 2 is

\[
 \frac{T f_1(1) + f_2(T)}{T} = a_1 + e^{-d_2 T} \frac{T}{T}.
\]
Again, for the average cost there are other optimal policies but they have to satisfy the following: the fraction of customers routed to queue 2 by time \( T \) should converge to zero as \( T \to \infty \).

This illustrates the necessity of the first part of Condition (3). For \( d_2 < 0 \), the only optimal policy is the one that always routes to server 2.

Next we present an example to illustrate the importance of the terminal cost.

**Example 3.5.** Assume that there are two servers, and that the costs are given by \( f_1(x) = x^2 \) and \( f_2(x) = 2x^2 \). Assume that the terminal costs \( c_T(x) \) are zero, then the policy that always routes to server 1 is optimal.

**Proof of Theorem 3.1.** First suppose the cost function satisfies Condition (4). Interchanging assignments between any two servers for any finite horizon does not result in changes in cost for that horizon, due to the linearity of the cost function and the terminal cost. Hence any periodic policy that routes packets to all servers is optimal.

We consider next Conditions (2) and (3). Instead of describing a policy using a sequence \( \pi \), we use an equivalent description using time distances between packets routed to each server. More precisely, given an initial state \( x \), define the \( j \)th instant at which a packet is routed to server \( m \) by

\[
\eta_m^1(0) = -x_m \quad \text{and} \quad \eta_m^j(i) = \min\{i \mid \max(\eta_m^{j-i} - (j-i), 0) < i \leq T \text{ and } \pi_i = m\},
\]

for \( j \in \mathbb{N} \) (the minimum of an empty set is taken to be infinity). Define the distance sequence \( \delta_m \) by \( \delta_m = (\delta_m^1, \delta_m^2, \ldots) \), with \( \delta_m^j = \eta_m^1(j) - \eta_m^1(j-1) \), for \( j \in \mathbb{N} \). (For simplicity we do not include the \( T \) in the notation.)

Let \( \pi \) be an arbitrary policy and \( m \) be an arbitrary server. Assume that the distance sequence \( \delta = \delta_m \) for this server has the property that \( \lim \sup_{T \to \infty} [\delta_j \mid j \in \mathbb{N}] = \infty \). We shall construct a policy \( \pi' \) with distance sequence \( \delta_{m'} \) such that \( \lim \sup_{T \to \infty} [\delta_{m'}^j \mid j \in \mathbb{N}] \) is finite and \( C(\pi') \leq C(\pi) \).

Assume first that \( f \) satisfies Condition (2). Choose \( n_0 \) such that for all \( n > n_0 \)

\[
\min_{1 \leq k \leq 2M+1} (f_m(n+k) - f_m(k) - f_m(n)) > \max_{1 \leq k \leq 2M+1} (f_l(2M+1) - f_l(k) - f_l(2M+1-k)),
\]

for all \( l \). Since the supremum of the distance sequence is infinity, there is a \( j \) (and \( T \)) such that \( \delta_j > n + 2M + 1 \). Consider the \( 2M + 1 \) consecutive assignments starting at \( \eta_m^1(j-1) \). Since there are \( M \) servers, it follows that there is at least one server, to which a packet is assigned three times during that period, say \( m' \). Denote the distance (or interarrival) times to \( m' \) by \( \delta_j^1 \) and \( \delta_j^2 \). Replace the second assignment to \( m' \) in this sequence by an assignment to server \( m \). Denote the new distance (or interarrival) times to \( m \) by \( \delta_j^1' \) and \( \delta_j^2' \) (if \( \eta(j) = T \) then the distance \( \delta_j^m \) is not a real interarrival time). Consider the cost for a horizon of length \( l \) where \( l \) is an arbitrary integer larger than \( \eta(j-1) + n_0 + 2M + 1 \),

\[
[f_m(\delta_j) + f_m(\delta_j^1) + f_m(\delta_j^2) - [f_m(\delta_j') + f_m(\delta_j'^1) + f_m(\delta_j'^2)]]
\]

\[
= [f_m(\delta_j) - f_m(\delta_j')] + \min\{f_m(\delta_j^1 + \delta_j^2) - f_m(\delta_j'^1 + \delta_j'^2) \} > 0,
\]

where the last inequality follows from the choice of \( n_0 \).

Now consider Condition (3). Since by assumption the supremum of the distance sequence \( \delta_j = \delta_m^1, l = 1, 2, \ldots \) is infinity, there is a \( j \) (and \( T \)) such that \( \delta_j > 2n + 2M + 1 \), for some \( n \). Let

\[
p := \min\{f_m(k) + a_m - f_m(k+1) \mid m = 1, \ldots, M, \ k = 1, \ldots, M\}.
\]
Note that $p$ is positive, since Condition (3) implies that $(f_i(x) - a_i x - C)$ is positive and strictly decreasing (for all $i$). Now choose $n$ such that $2q = 2(f_m(n) - a_m n - C) < p$. Note that this is possible, since $f_m(n) - a_m n - C$ goes to zero as $n$ goes to infinity. Consider the $2M + 1$ consecutive assignments starting $n$ units after $\eta(j - 1)$. There is at least one server, to which a packet is assigned three times, say $m'$. Replace the second assignment to $m'$ in this sequence by an assignment to server $m$.

Define the function $g_i(k) = f_i(k) - a_i k - C$ for all $i$ and consider the cost for a horizon of length $l$ where $l$ is an arbitrary integer larger than $\eta(j - 1) + 2n + 2M + 1$. The decrease in cost due to the interchange is

$$
[f_m(\delta_j) + f_{m'}(\delta^1) + f_{m''}(\delta^2)] - [f_m(\delta_j') + f_{m''}(\delta^1) + f_{m''}(\delta^2)]
$$

$$
= [g_m(\delta_j) + g_{m'}(\delta^1) + g_{m''}(\delta^2)] - [g_m(\delta_j') + g_{m''}(\delta^1) + g_{m''}(\delta^2)]
$$

$$
> [g_m(\delta_j) + g_{m'}(\delta^1) + g_{m''}(\delta^2)] - [2g_m(n) + g_{m''}(\delta^1 + 1)]
$$

$$
= g_m(\delta_j) + g_{m'}(\delta^2) + [g_{m''}(\delta^1) - g_{m''}(\delta^1 + 1)] - 2g_m(n)
$$

$$
> g_m(\delta_j) + g_{m'}(\delta^2) + p - 2q > 0,
$$

where $\delta^1, \delta^2, \delta^j$ and $\delta^n$ are defined as before. The first inequality follows from the fact that $n < \delta^j, n < \delta^j, \delta^1 + 1 \leq \delta^1 + \delta^2$ and $f_m(x) - a_m x - C$ is decreasing. The second inequality follows from the definition of $p$. Since $f_m - a_m - C$ is positive it follows by construction of $n$ that the last inequality holds.

Repeating the interchange procedure for every $j$ for which $\delta_j > 2n + 2M + 1$ (when dealing with Condition (3)) or for which $\delta_j > n + 2M + 1$ (when dealing with Condition (2)) provides us with a policy $\pi'$ such that $C(\pi') \leq C(\pi)$ and $\sup(\delta^j \mid j \in \mathbb{N}) < 2n + 2M + 1$. By repeating this procedure for every server, we get an optimal policy that visits a finite number of states. By Chapter 8 of [15] we know that the optimal policy can be chosen stationary. It follows that $\pi_n(h_n) = \pi_0(x_n)$. Since the state transitions are deterministic it follows that the optimal policy is periodic.

4. Multimodularity

Let $\mathbb{Z}$ be the set of integers. Let $e_i \in \mathbb{Z}^n$ for $i = 1, \ldots, n$ denote the vector having all entries zero except for a 1 in the $i$th entry. Let $d_i$ be given by $d_i = e_{i-1} - e_i$ for $i = 2, \ldots, n$. Then the base of vectors for multimodularity is defined as the collection $\mathcal{B} = \{b_0 = -e_1, b_1 = d_2, \ldots, b_{n-1} = d_n, b_n = e_n\}$. Following [9], a function $g$ defined on $\mathbb{Z}^n$ is called multimodal if for all $x \in \mathbb{Z}^n$ and $b_i, b_j \in \mathcal{B}$ with $i \neq j$

$$
g(x + b_i) + g(x + b_j) \geq g(x) + g(x + b_i + b_j).
$$

We define the notion of an atom in order to study some properties of multimodularity. In $\mathbb{R}^n$ the convex hull of $n + 1$ affine independent points in $\mathbb{Z}^n$ forms a simplex. This simplex, defined on $x_0, \ldots, x_n$, is called an atom if for some permutation $\sigma$ of $(0, \ldots, n)$

$$
x_1 = x_0 + b_{\sigma(0)}, \quad x_2 = x_1 + b_{\sigma(1)}, \quad \ldots, \quad x_n = x_{n-1} + b_{\sigma(n-1)}, \quad x_0 = x_n + b_{\sigma(n)}.
$$

This atom is referred to as $A(x_0, \sigma)$ and the points $x_0, \ldots, x_n$ are called the extreme points of this atom. Each unit cube is partitioned into $n!$ atoms and all atoms together tile $\mathbb{R}^n$. We can use this to extend the function $g : \mathbb{Z}^n \to \mathbb{R}$ to the function $\overline{g} : \mathbb{R}^n \to \mathbb{R}$ as follows. If $x \in \mathbb{Z}^n$
Theorem 4.1. (See [9], [2], Theorem 2.1, [6].) A function \( g \) is multimodular if and only if the function \( \overline{g} \) is convex.

Let \( g : \mathbb{Z}^n \to \mathbb{R} \) be an objective function in a mathematical model which has to be minimized. In general this is a hard problem to solve. However if the function \( g \) is multimodular, then we can use a local search algorithm, which converges to the globally optimal solution. In [11] the local search algorithm has been proved for the search space \( \mathbb{Z}^n \). The following theorem shows that it also holds for any convex subset, which is a union of a set of atoms; thus in particular for \( S = \mathbb{N}_0^n \) which is essential for our application. Multimodularity of \( g \) and convexity of \( \overline{g} \) still hold when restricted to \( S \). Multimodularity on this convex subset means that (5) must hold for all \( x \in S \) and \( b_i, b_j \in B \) with \( i \neq j \), such that \( x + b_i, x + b_j \) and \( x + b_i + b_j \in S \).

Theorem 4.2. Let \( g \) be a multimodular function on \( S \), a convex subset which is a union of atoms. A point \( x \in S \) is a global minimum if \( g(x) \leq g(y) \) for all \( y \neq x \) which is an extreme point of \( A(x, \sigma) \) for some \( \sigma \).

Proof. Let \( x \in S \) be a fixed point. Now suppose that there is a \( z \in \mathbb{R}^n \) such that \( x + z \in S \) and \( \overline{g}(x + z) < \overline{g}(x) = g(x) \). We show that there is an atom \( A(x, \sigma) \) in \( S \) with an extreme point \( y \) such that \( g(y) < g(x) \).

Since any \( n \) vectors of \( B \) form a basis of \( \mathbb{R}^n \), we can write \( z = \sum_{i=0}^n \beta_i b_i \). Furthermore, this can be done such that \( \beta_i \geq 0 \), since any \( \beta_i b_i \) with \( \beta_i < 0 \) can be replaced by \(-\beta_i \sum_{i=0, j \neq i} b_j \).

Now reorder the elements of \( B \) as \((b_0, \ldots, b_n)\) and the elements \((\beta_0, \ldots, \beta_n)\) as \((\beta_0', \ldots, \beta_n')\) such that \( \beta_0' \geq \ldots \geq \beta_n' \geq 0 \) and \( z = \sum_{i=0}^n \beta_i' b_i' \). Note that this notation is equivalent to the notation \( z = \beta_0' b_0 + \beta_1' (b_0 + b_1') + \ldots + \beta_n' (b_0 + \ldots + b_n') \) with all \( \beta_i' \geq 0 \) and with \( b_0 + \ldots + b_n' = 0 \). Now fix a non-zero point \( z' = \alpha z \) with \( \alpha < 1 \) such that \( \alpha \beta_0' b_0 + \ldots + \beta_n' (b_0 + \ldots + b_n') \leq 1 \). The set \( S \) is convex with \( x, x + z \in S \), hence \( x + z' \in S \). Since by Theorem 4.1 \( \overline{g} \) is convex and \( \overline{g}(x + z') < g(x) \), it follows that \( \overline{g}(x + z') < g(x) \).

Let \( \sigma \) be the permutation induced by \((\beta_0'', \ldots, \beta_n'')\). Now consider the atom \( A(x, \sigma) \), then by construction \( x + z' \in A(x, \sigma) \). Since \( x \) is an extreme point and \( \overline{g} \) is linear, there must be another extreme point, say \( y \), such that \( g(y) < g(x) \).

This theorem shows that to check whether \( x \) is a globally optimal solution, it is sufficient to consider all extreme points of all atoms with \( x \) as an extreme point. When a particular extreme point of such an atom has a lower value than \( x \), then we repeat the same algorithm with that point. Repeating this procedure is guaranteed to lead to the globally optimal solution.

Every multimodular function is also integer convex (see Theorem 2.2 in [2]). One could wonder if local search also works with integer convexity instead of multimodularity, which is a stronger property. The next counterexample in \((\{0, 1, 2\})^2 \) shows that this is not true and that multimodularity is indeed the property needed for using local search. Define the function \( g \) such that

\[
\begin{align*}
g(0, 2) &= -1, & g(1, 2) &= 2, & g(2, 2) &= 5, \\
g(0, 1) &= 2, & g(1, 1) &= 1, & g(2, 1) &= 0, \\
g(0, 0) &= 5, & g(1, 0) &= 4, & g(2, 0) &= 3.
\end{align*}
\]
One can easily check that \( g \) is an integer convex function, but not multimodular since
\[
g((1, 2) + b_0) + g((1, 2) + b_2) = 0 < 4 = g((1, 2)) + g((1, 2) + b_0 + b_2).
\]

Starting the local search algorithm at coordinate \((2, 1)\) shows that all neighbours have values which are greater than 0. However, the global minimum is \( g((0, 2)) = -1. \)

Since all the extreme points of all atoms with \( x \) as an extreme point can be written as \( x + \sum_{i=0}^{n} \alpha_i \cdot b_i \) with \( \alpha_i \in [0, 1] \), \( b_i \in \mathcal{B} \), the neighbourhood of a point \( x \) consists of \( 2^{n+1} - 2 \) points (we subtract 2 because when \( \alpha_i = 0 \) or when \( \alpha_i = 1 \) for all \( i \), then the points coincide).

Although the complexity of the local search algorithm is big for large \( n \), the algorithm is worthwhile studying. First of all, compared to minimizing a convex function on the lattice, this algorithm gives a reasonable improvement. Secondly, the algorithm can serve as a basis for heuristic methods.

In the previous section we showed that the optimal policy for all stationary arrival processes is periodic. In this section we shall show that the value function is multimodular when restricted to periodic policies. This can then be used to get a much more detailed structure of optimal policies (in particular, the regularity of optimal policies in the case of two servers), see [2]. Moreover the local search algorithm can be applied to find an optimal policy.

We note that some results on multimodularity have been obtained already in [4] for each individual server with respect to the routeing sequence to that server. This allows us to obtain some structure for the optimal policies as in [3]. The novelty of the results here is that, for the case of two servers to which we restrict ourselves, multimodularity is obtained directly for the global cost of all servers rather than for each one separately.

The notation of the distance sequence can be beneficially used to approach the decision problem. After the first assignment to server \( m \), the distance sequence \( \delta^m \) for server \( m \) is periodic, say with period \( d(m) \). Therefore in future discussions we will write \( \pi = (\pi_1, \ldots, \pi_n) \) for the periodic assignment sequence with period \( n \) and with a slight abuse of notation we denote the periodic distance sequence for server \( m \) by \( \delta^m = (\delta^m_1, \ldots, \delta^m_{d(m)}) \).

The periodicity reduces the cost function in complexity. Since we use the expected average cost function, we only have to consider the costs incurred during one period. It would be interesting to establish multimodular properties for any \( M \). Unfortunately it is not clear how even to define multimodularity for \( M > 2 \). We thus consider below \( M = 2 \). The expected average cost is given by
\[
g(\pi) = \sum_{m=1}^{M} g_m(\pi) = \frac{1}{n} \sum_{m=1}^{M} \sum_{j=1}^{d(m)} f_m(\delta^m_j). \tag{6}
\]

It is tempting to formulate that \( g_m(\pi) \) is multimodular in \( \pi \) for \( m = 1, 2 \). Note that this is not necessarily true, since an operation \( v \in \mathcal{B} \) applied to \( \pi \) leads to different changes in the distance sequences for the different servers.

We shall thus use an alternative description for the average cost through the period of server 1. Define \( g'_m \) as follows:
\[
g'_m(\pi) = \frac{1}{n} \sum_{j=1}^{d(1)} f_m(\delta^1_j). \tag{7}
\]

We note that the function \( g'_m(\pi) \) only looks at the distance sequence assigned to the first server with respect to \( \pi \) using cost function \( f_m \). By the symmetry between the assignments to the
two servers \( g(\pi) \) can now be expressed as \( g(\pi) = g'_1(\pi) + g'_2(\bar{3} - \pi) \). (\( \bar{3} \) is the vector whose components are all 3.) Note that \( \delta_j^1 = \delta_j^1(\pi) \) is a function of \( \pi \), and we have

\[
\delta_j^1(\bar{3} - \pi) = \delta_j^2(\pi).
\]

We first prove that \( g'_m(\pi) \) is multimodular in \( \pi \). Then multimodularity of \( g(\pi) \) follows as the sum of two multimodular functions.

**Lemma 4.3.** Assume that \( f_m \) are convex. Let \( \pi \) be a fixed periodic policy with period \( n \). Let \( g'_m(\pi) \) be defined as in (7). Then \( g'_m(\pi) \) is a multimodular function in \( \pi \).

**Proof.** Since \( \pi \) is a periodic sequence, the distance sequence \( \delta = \delta^1 \) is also a periodic function, say with period \( p = d(1) \). Now, define the function \( h_j \) for \( j = 1, \ldots, p \) by \( h_j(\pi) = f_m(\delta_j) \). The function \( h_j \) represents the cost of the \( (j+1) \)th assignment to server \( m \) by looking at the \( j \)th interarrival time. We will first check the conditions for multimodularity for \( V = \{b_1, \ldots, b_{n-1}\} \).

Let \( v, w \in V \) with \( v \neq w \). If neither of these elements changes the length of the \( j \)th interarrival time then \( h_j(\pi) = h_j(\pi + v) = h_j(\pi + w) = h_j(\pi + v + w) \). Suppose that only one of the elements changes the length of the interarrival time, say \( v \), then \( h_j(\pi + v) = h_j(\pi + v + w) \) and \( h_j(\pi) = h_j(\pi + w) \). In both cases the function \( h_j(\pi) \) satisfies the conditions for multimodularity.

Now suppose that \( v \) increases and \( w \) decreases the length of the \( j \)th interarrival time by one. Then \( \delta^1_j(\pi + v) - \delta^1_j(\pi) = \delta^1_j(\pi + v + w) - \delta^1_j(\pi + w) \). Since \( h_j \) is a convex function, it follows that \( h_j(\pi + w) - h_j(\pi + v + w) \geq h_j(\pi) - h_j(\pi + v) \).

Now consider the elements \( b_0 \) and \( b_n \) and note that the application of \( b_0 \) and \( b_n \) to \( \pi \) splits an interarrival period and merges two interarrival periods respectively. Therefore

\[
\begin{align*}
n g'_m(\pi + b_0) &= n g'_m(\pi) - f_m(\delta_1) - f_m(\delta_p) + f_m(\delta_1 + \delta_p), \\
n g'_m(\pi + b_n) &= n g'_m(\pi) - f_m(\delta_n) + f_m(\delta_p - 1) + f_m(\delta_1), \\
n g'_m(\pi + b_0 + b_n) &= n g'_m(\pi) - f_m(\delta_1) - f_m(\delta_p) + f_m(\delta_1 + 1) + f_m(\delta_p - 1).
\end{align*}
\]

Now

\[
n[\hat{g}'_m(\pi + b_0) + g'_m(\pi + b_0) - g'_m(\pi + b_0 + b_n)] \\
= [f_m(\delta_1 + \delta_p) + f_m(\delta_1)] - [f_m(\delta_1 + 1) + f_m(\delta_p)].
\]

Let \( k = \delta_1 + \delta_p + 1 \). Since the function \( f_m(x) + f_m(y) \) with \( x + y = k \) is a symmetric and convex function, it follows from Proposition C2 of Chapter 3 of [13], that \( f_m(x) + f_m(y) \) is also Schur-convex. Since \( (\delta_1 + 1, \delta_p) < (\delta_1 + \delta_p, 1) \), the quantity above is non-negative.

In the case that we use \( w = b_0 \) and \( v \in V \) such that \( v \) does not alter \( \delta_1 \), then it follows that \( g'_m(\pi + v + w) = g'_m(\pi) + g'_m(\pi + w) - g'_m(\pi) \). The same holds for \( w = b_n \) and \( v \in V \) such that \( v \) does not alter \( \delta_p \). Suppose that \( v \) does alter \( \delta_1 \), then we have

\[
n[\hat{g}'_m(\pi + b_0) + g'_m(\pi + v) - g'_m(\pi + b_0 + v)] \\
= [f_m(\delta_1 + \delta_p) + f_m(\delta_1 - 1)] - [f_m(\delta_1 + \delta_p - 1) + f_m(\delta_1)].
\]
When $v$ alters $\delta_p$ we have

\[
\begin{align*}
&n[g_m'(\pi + b_n) + g_m'(\pi + v) - g_m(\pi + b_n + v)] \\
&= [f_m(\delta_p + 1) + f_m(l)] - [f_m(\delta_p) + f_m(l + 1)] \\
&\text{for some } l < \delta_p. \text{ Now by applying the same argument as in the case of } b_0 \text{ and } b_n \text{ we derive multifunctionality of } g_m'(\pi) \text{ for the base } \mathcal{B}.
\end{align*}
\]

Now we will prove that $g(\pi)$, which is given by $g(\pi) = g_1'(\pi) + g_2'(3 - \pi)$, is multimodular. The proof is based on the fact that if a function is multimodular with respect to a base $\mathcal{B}$, then it is also multimodular with respect to $-\mathcal{B}$.

**Theorem 4.4.** Let $g_1'$ and $g_2'$ be multimodular functions. Then the function $g(\pi)$ given by $g(\pi) = c_1 g_1'(\pi) + c_2 g_2'(3 - \pi)$ for positive constants $c_1$ and $c_2$ is multimodular in $\pi$.

**Proof.** Let $v, w \in \mathcal{B}$, such that $v \neq w$. Then

\[
g(\pi + v) + g(\pi + w) \\
= c_1 g_1'(\pi + v) + c_2 g_2'(3 - \pi - v) + c_1 g_1'(\pi + w) + c_2 g_2'(3 - \pi - w) \\
\geq c_1 [g_1'(\pi + v) + g_1'(\pi + w)] + c_2 [g_2'(3 - \pi - v) + g_2'(3 - \pi - w)] \\
= c_1 g_1'(\pi) + c_2 g_2'(3 - \pi) + c_1 g_1'(\pi + v + w) + c_2 g_2'(3 - \pi - v - w) \\
= g(\pi) + g(\pi + v + w).
\]

The inequality in the fourth line holds, since $g_1'$ is multimodular with respect to $\mathcal{B}$ and $g_2'$ is multimodular with respect to $-\mathcal{B}$.

### 5. Examples of arrival processes

In today’s information and communication systems the traffic pattern may be quite complex, as it may represent a variety of data, such as customer phone calls, compressed video frames and other electronic information. Modern communication systems are designed to accommodate such a heterogeneous input and therefore the arrival process used in mathematical models is of crucial importance to the engineering and performance analysis of these systems. In this section we elaborate on the setting of Example 2.1 with different arrival processes and derive explicit formulae for the cost function for the corresponding arrival process.

Assume that the controller wishes to minimize the number of lost packets (i.e. the number of preempted packets) per unit time; note that this is equivalent to maximizing the throughput of the system. Furthermore let the services at server $i$ be exponentially distributed with rate $\mu_i$ independent of the other servers. Since we know that there exists a periodic optimal policy, we can write the cost induced by using policy $\pi$ by

\[
g(\pi) = \frac{1}{n} \sum_{m=1}^{M} \sum_{j=1}^{d(m)} \left[ \frac{\lambda}{\lambda + \mu_m} \right]^{m_j},
\]

in the case that the arrival process is a Poisson process with parameter $\lambda$. In [10] it was shown that the optimal policy has a period of the form $(1, 2, \ldots, 2)$, where 2 is the faster server. In [1]
this result was generalized for general stationary arrival processes. Hence suppose that \( \lambda = 1 \)
and \( \mu_1 = 1 \), then the cost function can be parameterized by the period \( n \) and the server speed
\( \mu_2 \geq \mu_1 \) given by
\[
g(n, \mu_2) = \frac{1}{n} \left( \frac{1}{2} \right)^n + \frac{1}{n} \left( \frac{1}{1 + \mu_2} \right)^2 + \frac{n - 2}{n} \left( \frac{1}{1 + \mu_2} \right).
\]
By solving the equations \( g(n, \mu_2) = g(n + 1, \mu_2) \) for \( n \geq 2 \) we can compute the server rates
\( \mu_2 \) for which the optimal policy changes period. For example: the optimal policy changes from
\((1, 2)\) to \((1, 2, 2)\) when \( \mu_2 \geq 1 + \sqrt{2} \). The results of the computation are depicted in Figure 1.

5.1. Markov modulated Poisson process

An important class of models for arrival processes is given by Markov modulated models. The key idea behind this concept is to use an explicit notion of states of an auxiliary Markov process in the description of the arrival process. The Markov process evolves as time passes and its current state modulates the probability law of the arrival process. The utility of such arrival processes is that they can capture bursty inputs.

The Markov modulated Poisson process (MMPP) is the most commonly used Markov modulated model and is constructed by varying the arrival rate of a Poisson process according to an underlying continuous-time Markov process, which is independent of the arrival process. Therefore let \( \{X_n \mid n \geq 0\} \) be a continuous-time irreducible Markov process with \( k \) states. When the Markov process is in state \( i \), arrivals occur according to a Poisson process with rate \( \lambda_i \). Let \( p_{ij} \) denote the transition probability to go from state \( i \) to state \( j \) and let \( Q \) be the infinitesimal generator of the Markov process. Let \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_k) \) be the matrix with
the arrival rates on the diagonal and \( \lambda = (\lambda_1, \ldots, \lambda_k) \) the vector of arrival rates. With this notation, we can use the matrix analytic approach to derive a formula for \( f_m(n) \).

**Theorem 5.1.** (Section 5.3, [14].) The sequence \( \{(X_n, \tau_n) \mid n \geq 0\} \) is a Markov renewal sequence with transition probability matrix \( F(t) \) given by

\[
F(t) = \int_0^t e^{(Q - \Lambda)u} \, du \Lambda = [I - e^{(Q - \Lambda)t}] (\Lambda - Q)^{-1} \Lambda.
\]

The interpretation of the matrix \( F(t) \) is as follows. The elements \( F_{ij}(t) \) are given by the conditional probabilities \( P(X_{n+1} = j, \tau_{n+1} \leq t \mid X_n = i) \) for \( n \geq 1 \). Since \( F(t) \) is a transition probability matrix, it follows that \( F(\infty) \) given by \( (w\Lambda - Q)^{-1}w \Lambda \) is a stochastic matrix.

The MMPP is fully parameterized by specifying the initial probability vector \( q \), the infinitesimal generator \( Q \) of the Markov process and the vector \( \lambda \) of arrival rates. Let the row vector \( s \) be the steady state vector of the Markov process. Then \( s \) satisfies the equations \( sQ = 0 \) and \( se = 1 \), where \( e = (1, \ldots, 1) \). Define the row vector \( q = s\Lambda/w\Lambda \). Then \( q \) is the stationary vector of \( F(\infty) \) and makes the MMPP interval stationary (see [8]). This is intuitively clear since the stationary vector of \( F(\infty) \) means that we obtain the MMPP started at an arbitrary arrival epoch.

In order to find an explicit expression for the cost function, we compute the Laplace–Stieltjes transform \( f^*(\mu) \) of the matrix \( F \). Since \( F \) is a matrix, we use matrix operations in order to derive \( f^*(\mu) \), which will also be a matrix. The interpretation of the elements \( f^*_{ij}(\mu) \) is given by \( E[e^{-\mu \tau_{n+1}} 1_{\{X_{n+1} = j\}} \mid X_n = i] \) for \( n \geq 1 \), where \( 1 \) is the indicator function. Let \( I \) denote the identity matrix, then \( f^*(\mu) \) is given by

\[
f^*(\mu) = \int_0^\infty e^{-\mu t} F(dt) = \int_0^\infty e^{-\mu t} e^{(Q - \Lambda)t} (\Lambda - Q)(\Lambda - Q)^{-1} \Lambda \, dt
\]

\[
= \int_0^\infty e^{-(\mu I - Q + \Lambda)t} \, dt \Lambda = (\mu I - Q + \Lambda)^{-1} \Lambda.
\]

Now we can compute \( f_m(n) = P(S_m \geq \tau_1 + \cdots + \tau_n) = E[\exp(-\mu \sum_{k=1}^n \tau_k)] \). The next lemma shows that this is simply given by the product of \( f^*(\mu) \) with itself. Note that we do not need the assumption of independence of the interarrival times to derive this result.

**Lemma 5.2.** Let \( f^*(\mu) \) be the Laplace–Stieltjes transform of \( F \), where \( F \) is a transition probability matrix of a stationary arrival process. Then

\[
E \exp \left( -\mu \sum_{k=1}^n \tau_k \right) = q [f^*(\mu)]^n e.
\]

**Proof.** Define a matrix \( Q_n \) with entries \( Q_n(i, j) \) given by

\[
Q_n(i, j) = E \left[ \exp \left( -\mu \sum_{k=1}^n \tau_k \right) 1_{\{X_n = j\}} \mid X_0 = i \right].
\]

Note that \( Q_1 \) is given by \( f^*(\mu) \). By using the stationarity of the arrival process it follows that
\[ Q_n(i, j) \text{ is recursively defined by} \]
\[ Q_n(i, j) = \sum_{l=1}^{m} Q_{n-1}(i, l) \mathbb{E}\left[ \exp(-\mu \tau_n) \mathbb{1}_{X_n=j} \mid X_{n-1} = l \right] \]
\[ = \sum_{l=1}^{m} Q_{n-1}(i, l) \mathbb{E}\left[ \exp(-\mu \tau_1) \mathbb{1}_{X_1=j} \mid X_0 = l \right] \]
\[ = \sum_{l=1}^{m} Q_{n-1}(i, l) \cdot Q_1(l, j). \]

Note that the last line exactly denotes the matrix product, thus \( Q_n = Q_{n-1} \cdot Q_1 \). By induction it follows that \( Q_n = (Q_1)^n \). Then it follows that
\[ \mathbb{E}\exp\left(-\mu \sum_{k=1}^{n} \tau_k\right) = \sum_{i=1}^{m} \sum_{j=1}^{m} P(X_0 = i) Q_n(i, j) = q \left[ f^* (\mu) \right]^n e. \]
The last equation holds since the row vector \( q \) is the initial state of the Markov process and summing over all \( j \) is the same as right multiplying by \( e \).

Hence \( g(\pi) \) is given by
\[ g(\pi) = \frac{1}{n} \sum_{m=1}^{M} \sum_{j=1}^{m} q \left[ (\mu_m I - Q + \Lambda)^{-1} \Lambda \right]^n e. \]

Note that although in case of two servers we know the structure of the optimal policy, it is not intuitively clear that it is optimal in the case of the MMPP. The following argument will clarify this statement. Suppose that one has an MMPP with two states. Choose the rates \( \lambda_1 \) and \( \lambda_2 \) of the Poisson processes such that the policies would have periods 2 and 3m, respectively, if the MMPP is not allowed to change state. One could expect that if the transition probabilities to go to another state are very small, the optimal policy should be a mixture of both policies. But this is not the case.

5.2. Markovian arrival process

The Markovian arrival process model (MAP) is a broad subclass of models for arrival processes. It has the special property that every marked point process is the weak limit of a sequence of Markovian arrival processes (see [5]). In practice this means that very general point processes can be approximated by appropriate MAPs. The utility of the MAP follows from the fact that it is a versatile, yet tractable, family of models, which captures both bursty inputs and regular inputs.

The MAP can be described as follows. Let \( \{ X_n \mid n \geq 0 \} \) be a continuous-time irreducible Markov process with \( k \) states. Assume that the Markov process is in state \( i \). The sojourn time in this state is exponentially distributed with parameter \( \gamma_i \). After this time has elapsed, there are two transition possibilities. Either the Markov process moves to state \( j \) with probability \( p_{ij} \) with generating an arrival or the process moves to state \( j \neq i \) with probability \( q_{ij} \) without generating an arrival.

This definition also gives rise to a natural description of the model in terms of matrix algebra. Define the matrix \( C \) with elements \( C_{ij} = \gamma_i q_{ij} \) for \( i \neq j \). Set the elements \( C_{ii} \) equal to \(-\gamma_i\).
Define the matrix $D$ with elements $D_{ij} = \gamma_i p_{ij}$. The interpretation of these matrices is given as follows. The elementary probability that there is no arrival in an infinitesimal interval of length $d\mu$ when the Markov process moves from state $i$ to state $j$ is given by $C_{ij} d\mu$. A similar interpretation holds for $D$, but in this case it represents the elementary probability that an arrival occurs. The infinitesimal generator of the Markov process is then given by $C + D$. Note that the MMPP can be derived by choosing $C = Q - \Lambda$ and $D = \Lambda$.

In order to derive an explicit expression for the cost function, we use the same approach as in the case of the MMPP. The transition probability matrix $F(t)$ of the Markov renewal process $\{(X_n, \tau_n) \mid n \geq 0\}$ is of the form (see [12])

$$F(t) = \int_0^t e^{Cu} du = [I - e^{Ct}] (-C^{-1} D).$$

Again the elements of the matrix $F(t)$ have the interpretation that $F_{ij}(t)$ is given by

$$P(X_{n+1} = j, \tau_{n+1} \leq t \mid X_n = i) \text{ for } n \geq 1.$$ 

It also follows that $F(\infty)$ defined by $-C^{-1} D$ is a stochastic matrix. Let the row vector $s$ be the steady state vector of the Markov process. Then $s$ satisfies the equations $s(C + D) = 0$ and $se = 1$. Define the row vector $q = sD/sDe$. Then $q$ is the stationary vector of $F(\infty)$. This fact can be easily seen upon noting that $sD = s(C + D - C) = s(C + D) - sC = -sC$. With this observation it follows that $q F(\infty) = (sDe)^{-1} s CC^{-1} D = q$. The MAP defined by $q$, $C$ and $D$ has stationary interarrival times.

The Laplace–Stieltjes transform $f^* (\mu)$ of the matrix $F$ is given by

$$f^*(\mu) = \int_0^\infty e^{-\mu \tau} F(d\tau) = \int_0^\infty e^{-\mu \tau} e^{C\tau} (-C)(-C^{-1})D d\tau$$

$$= \int_0^\infty e^{-(\mu I - C)\tau} D = (\mu I - C)^{-1} D.$$ 

The interpretation of $f^*$ is given by the elements $f_{ij}^*(\mu)$, which represent the expectation $E[e^{\mu \tau_{n+1}} 1_{X_{n+1}=j} \mid X_n = i]$. By Lemma 5.2 we know that $f_m(n)$ is given by the product of $f^*$. Therefore the cost function, when using the MAP as arrival process, is given by

$$g(\pi) = \frac{1}{n} \sum_{m=1}^M \sum_{j=1}^d q(j) (\mu_m I - C)^{-1} D j^e.$$ 

6. Robot scheduling for Web search engines

In [4] we specified a routing problem where the expected average weighted loss rate was to be minimized (or equivalently, the average weighted throughput or average weighted number of packets at service was to be maximized). This gave rise to an immediate cost of the form:

$$c(x, a) = \exp \left[ - \mu_a \sum_{i=1}^x \tau_i \right].$$ 

Due to stationarity of the interarrival times, this cost function satisfies Condition (3) (with $a_m = C = 0$). We assume of course that $\tau_i$ are not all zero, which then implies the strict
convexity of $f_m$. Indeed, denote

$$y = \exp \left[ -\mu y \sum_{k=2}^{m} t_k \right].$$

Let $x$ be a state such that $x_a = m > 0$ for a particular action $a$. Since the interarrival times are a stationary sequence,

$$c(x, a) = E y e^{-\mu_a \tau_{m+1}} = E y e^{-\mu_a \tau_1},$$

$$c(x + e_a, a) = E y e^{-\mu_a [\tau_{m+1} + \tau_{m+2}]} = E y e^{-\mu_a [\tau_1 + \tau_{m+1}]},$$

$$c(x - e_a, a) = E y.$$

Since the function $r(x) := ye^{-\mu x}$ is convex in $x$, it follows that $r(\tau_1 + z) - r(z)$ is increasing in $z$, so that

$$r(\tau_1 + \tau_{m+1}) - r(\tau_{m+1}) \geq r(\tau_1) - r(0).$$

By taking expectations, this implies the convexity. Thus the results of the previous sections apply. In this section we present another application studied in [7] under assumptions that are more restrictive than ours.

The World Wide Web offers search engines, such as Altavista, Lycos, Infoseek and Yahoo, that serve as a database that allows information search on the Web. These search engines often use robots that periodically traverse a part of the Web structure in order to keep the database up-to-date.

We consider a problem where we assume that there is a fixed number of $M$ Web pages. The content of page $i$ is modified at time epochs that follow a Poisson process with parameter $\mu_i$. The time a page is considered up-to-date by the search engine is the time since the last visit by the robot until the next time instant of modification; at this point the Web page is considered out-of-date until the next time it is visited by the robot. The times between updates by the robot are given by a sequence $\tau_n$. In [7] these times are assumed to be i.i.d., but in our framework we may allow them to form a general stationary sequence.

Let $r_i$ denote the obsolescence rate of page $i$, i.e. the fraction of time that page $i$ is out-of-date. Then the problem is to find an optimal visiting schedule such that the sum of the obsolescence rates $r_i$ weighted by specified constants $c_i$ is minimized. A reasonable choice for the weights $c_i$ would be the customer page-access frequency, because the total cost then represents the customer total error rate. The case where the customer access frequency $c_i = k \mu_i$ is proportional to the page-change rate $\mu_i$ is reasonable under this interpretation, since the greater the interest for a particular page is, the more likely the frequency of page modification.

We now show that this problem is equivalent to the problem studied in Section 2. Indeed, the robot can be considered as the controller in the previous problem. An assignment of the $n$th packet to server $i$ in the original problem corresponds with sending the robot to page $i$ and requires $\tau_n$ time in order to complete the update. The lengths of the periods that page $i$ is up-to-date correspond to the service times of packets before server $i$ in the original problem. Page $i$ is considered to be out-of-date when server $i$ is idle.

Let $S_i$ be an exponential random variable with parameter $\mu_i$. The cost which one incurs when sending a packet to server $a$ should reflect the expected obsolescence time.
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Straightforward computations yield

\[ c(x, a) = k \mu_a E \left( \sum_{i=1}^{x_a} \tau_i - S_a \right)^+ + k \mu_a E \left( \sum_{i=1}^{x_a} \tau_i - S_a \right) + k \mu_a E \left( S_a - \sum_{i=1}^{x_a} \tau_i \right)^+ \]

\[ = k \mu_a x_a E \tau_1 + k \left[ E \exp \left( - \mu_a \sum_{i=1}^{x_a} \tau_i \right) - 1 \right]. \]

This cost function clearly satisfies Condition (3). Hence the theorems from the previous sections can indeed be applied to this scheduling problem.

**Remark 6.1.** The assumption that the weights \( c_i \) are proportional to the page-change rates \( \mu_i \) is essential in this problem. The cost function for general \( c_i \) is given by

\[ c(x, a) = c_a x_a E \tau_1 + \frac{c_a}{\mu_a} \left[ E \exp \left( - \mu_a \sum_{i=1}^{x_a} \tau_i \right) - 1 \right]. \]

When the \( c_i \) are not proportional to the page-change rates, then the cost function is of the type mentioned in Example 3.2. Therefore if for some \( i \), \( c_i/\mu_i \) is sufficiently large (in comparison to others) then it becomes optimal never to update page \( i \). This is an undesirable situation and it shows that the problem is not always well posed when the costs are not proportional to the page-change rates \( \mu_i \).

**Remark 6.2.** This problem of robot scheduling for Web search engines illustrates the importance of including the terminal cost \( c_T \) in terms of modelling. Indeed, for any finite horizon \( T \), if we wish that the cost indeed represents the obsolescence time of a page, we have to make sure that if this page is never updated (or at least it stops being updated after some time), this will be reflected in the cost. It is easy to see that the terminal cost defined in Section 2 indeed takes care of that.
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